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Mai
Haruddaws teg a’m anrhegai,
Hylaw wr mawr hael yw’r Mai.
Anfones ym iawn fwnai,
Glas defyll glan nwyn-gyll Mai.
Floringod brig n’n digiai,
Ffwr dy lis gyfoeth mis Mai.
Diongl rhag brad y’m cadwai,
Dan esgyl dail mentyll Mai.
Llawn wyf o ddig na thrigai
(Beth yw i ni?) Byth y Mai.
–Dafydd ap Gwilym (14th century)

* * *

Dancing traceries repay
The generous Lord of May.
Sent me warmly to portray
With hazel bush the green of May.
High florins that won’t betray
Fleur de lis of treasured May.
Groves that keep treason away
Cloak me too in leafy May.
Angered that time won’t delay,
I dread the leaving of May.
–Rough translation by Myron Evans

* * *

In my craft or sullen art
Exercised in the still night
When only the moon rages

..........................................
Who pay no praise or wages
Nor heed my craft or art.
–Dylan Thomas

* * *

There are two hungers, hunger for bread
And hunger of the uncouth soul
For the light’s grace......

..........................................
From which to draw, drop after drop,
The terrible poetry of his kind.
–R.S. Thomas
*The Dark Well*

* * *
Y Glowr
Poer y llwch o’r pair llachar - a baban
Baw a’i boen aflafar
Ar gymal grib ac alar
Rhed y cwecc ar hyd y cwar.
–Myron Evans

* * *

On Peering into the Entrance of a Drift Mine, Nixon Colliery, Mid Nineteen Fifties
I am the Lord of the Flies, this my cave,
You will be the vomit that they feed on
For three hourly pennies per killing day,
The dirty putrescence of a Friday
Shall eat your wages like a methane storm
In the black black garden of the Empire.
Don’t think, boy, that you can escape me,
My blank eyes are like the seam before you,
Useless for seeing, the day wasn’t here,
The flies gather round me in galleries,
Driven by the smell of death, they firefly;
Briefly they will live, suddenly they die.
Out of the way, boy, there’s a tram coming,
Didn’t you hear just now the Sirens sing?
–Myron Evans
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Part I

Mathematical Prerequisite
Basic Geometrical Concepts

1.1 Basic Definitions

One of the main aims of this introduction is to show that O(3) electrodynamics is a theory of general relativity in which the electromagnetic field is defined by an antisymmetric metric tensor ("metric" for short), a tensor that can be built up from consideration of a rotating metric vector. In this first section we define the basic concepts needed for this task [1-5].

The metric is developed from the first principles of curvilinear coordinate analysis [6]. We start with basic definitions. First consider the straight line in three-dimensional space,

\[ r = x\mathbf{i} + y\mathbf{j} + z\mathbf{k}. \]  

(1.1)

The unit vectors are defined as

\[ \mathbf{i} := \frac{\partial r}{\partial x} \left\lvert \frac{\partial r}{\partial x} \right\rvert, \quad \mathbf{j} := \frac{\partial r}{\partial y} \left\lvert \frac{\partial r}{\partial y} \right\rvert, \quad \mathbf{k} := \frac{\partial r}{\partial z} \left\lvert \frac{\partial r}{\partial z} \right\rvert, \]  

(1.2)

and the metric vectors as

\[ q_x := |\partial r/\partial x| \mathbf{i} = \mathbf{i}, \quad q_y := |\partial r/\partial y| \mathbf{j} = \mathbf{j}, \quad q_z := |\partial r/\partial z| \mathbf{k} = \mathbf{k}. \]  

(1.3)

The metric element is

\[ q_x = |\partial r/\partial x| = 1 = q_y = q_z, \]  

(1.4)

and the line element is defined as

\[ dr = \frac{\partial r}{\partial x} dx + \frac{\partial r}{\partial y} dy + \frac{\partial r}{\partial z} dz = q_x dx + q_y dy + q_z dz. \]  

(1.5)

The metric tensor is

\[ g_{ij} = g_{ji} = \frac{\partial r}{\partial x} \cdot \frac{\partial r}{\partial y}, \text{ etc.} \]  

(1.6)

If \( g_{ij} = 0 \) for \( i \neq j \) then the coordinate system is orthogonal.
If we consider the functional relations that define the complex circular basis \([1-5]\) of three-dimensional space,

\[ e^{(1)} = \frac{1}{\sqrt{2}}(x - iy), \quad e^{(2)} = \frac{1}{\sqrt{2}}(x + iy), \quad e^{(3)} = z, \quad (1.7) \]

then

\[ x = \frac{1}{\sqrt{2}} \left( e^{(1)} + e^{(2)} \right), \quad y = \frac{i}{\sqrt{2}} \left( e^{(1)} - e^{(2)} \right), \quad z = e^{(3)} \quad (1.8) \]

are curvilinear coordinate relations in this three-dimensional space. The curve (1.1) can therefore be written as

\[ r = \frac{1}{\sqrt{2}} \left( e^{(1)} + e^{(2)} \right) i + \frac{i}{\sqrt{2}} \left( e^{(1)} - e^{(2)} \right) j + e^{(3)} k, \quad (1.9) \]

giving the three unit vectors in the complex circular basis as

\[ e^{(1)} = \frac{\partial r}{\partial e^{(1)}} / \left| \frac{\partial r}{\partial e^{(1)}} \right| = \frac{1}{\sqrt{2}}(i - ij), \]

\[ e^{(2)} = \frac{\partial r}{\partial e^{(2)}} / \left| \frac{\partial r}{\partial e^{(2)}} \right| = \frac{1}{\sqrt{2}}(i + ij), \]

\[ e^{(3)} = \frac{\partial r}{\partial e^{(3)}} / \left| \frac{\partial r}{\partial e^{(3)}} \right| = k. \quad (1.10) \]

In this basis, the line element is

\[ dr = \frac{\partial r}{\partial e^{(1)}} de^{(1)} + \frac{\partial r}{\partial e^{(2)}} de^{(2)} + \frac{\partial r}{\partial e^{(3)}} de^{(3)}, \quad (1.11) \]

and the metric vectors are

\[ q^{(1)} = \partial r / \partial e^{(1)} = e^{(1)}, \quad q^{(2)} = \partial r / \partial e^{(2)} = e^{(2)}, \quad q^{(3)} = \partial r / \partial e^{(3)} = e^{(3)}. \quad (1.12) \]

These vectors form the O(3) symmetry cyclic relations

\[ q^{(1)} \times q^{(2)} = iq^{(3)*}, \quad q^{(2)} \times q^{(3)} = iq^{(1)*}, \quad q^{(3)} \times q^{(1)} = iq^{(2)*}, \quad (1.13) \]

where * denotes complex conjugation [1-5].

Consider the Cartesian unit vector system \((i, j, k)\). The metric tensor is formed from

\[ q_x = i, \quad q_y = j, \quad q_z = k \quad (1.14) \]

and is given by

\[ g_{11} = q_x \cdot q_x = i \cdot i = 1, \]

\[ g_{22} = q_y \cdot q_y = j \cdot j = 1, \]

\[ g_{33} = q_z \cdot q_z = k \cdot k = 1, \]

\[ g_{ij} = \delta_{ij}, \quad (1.15) \]

This symmetric metric tensor with unit diagonal coefficients represents an orthogonal coordinate system in flat, Euclidean space. It is formed from the
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Dot products of the unit vectors \( \mathbf{i}, \mathbf{j}, \mathbf{k} \), because these unit vectors are the same as the metric vectors (Eq. (1.3)).

It is possible to form an anti-symmetric metric tensor by considering the well-known O(3) symmetry of the cross product of unit vectors

\[
\mathbf{i} \times \mathbf{j} = \mathbf{k}, \quad \mathbf{j} \times \mathbf{k} = \mathbf{i}, \quad \mathbf{k} \times \mathbf{i} = \mathbf{j}.
\] (1.16)

This cyclic O(3) symmetry is also given by the unit Cartesian metric vectors defined in Eq. (1.3):

\[
\mathbf{q}_x \times \mathbf{q}_y = \mathbf{q}_z, \quad \mathbf{q}_y \times \mathbf{q}_z = \mathbf{q}_x, \quad \mathbf{q}_z \times \mathbf{q}_x = \mathbf{q}_y,
\] (1.17)

and by the well-known O(3) rotation generator matrices [7]

\[
J_x := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad J_y := \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{pmatrix}, \quad J_z := \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\] (1.18)

where

\[
[J_i, J_j] = i\epsilon_{ijk}J_k, \quad C_{ijk} = i\epsilon_{ijk}.
\] (1.19)

and where \( \epsilon_{ijk} \) is the Levi-Civita symbol, or fully antisymmetric rank-three unit tensor. For the O(3) group the Levi-Civita symbol also gives the three O(3) group structure constants.

The three antisymmetric metric tensors

\[
q^i_{\ j x} := iJ_x = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}, \quad q^i_{\ j y} := iJ_y = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix},
\] (1.20)

are equivalent to the three metric vectors \( \mathbf{q}_x, \mathbf{q}_y, \mathbf{q}_z \) and therefore to the three unit vectors \( \mathbf{i}, \mathbf{j}, \mathbf{k} \) and form the O(3) symmetry cyclic relations

\[
[q^i_{\ j x}, q^i_{\ j y}] = -q^i_{\ j z}, \quad [q^i_{\ j y}, q^i_{\ j z}] = -q^i_{\ j x}, \quad [q^i_{\ j z}, q^i_{\ j x}] = -q^i_{\ j y},
\] (1.21)

giving an O(3) symmetry basis set for the representation of three dimensional space.

The elements of the antisymmetric metric tensor and its equivalent metric vector are related in contravariant-covariant tensor notation [7] by

\[
q_k := -\frac{1}{2}\epsilon_{ijk}q^i_{\ j},
\] (1.22)

thus identifying the metric vector as an axial vector.
In order to build up the antisymmetric tensor corresponding to \( k = q_z \), we have

\[ |q_z| = q^3 = -q_3 = \frac{1}{2}(\epsilon_{123} q^{12} + \epsilon_{213} q^{21}). \] (1.23)

The Levi-Civita elements are

\[ \epsilon_{123} = -\epsilon_{213} = 1, \] (1.24)

and so we obtain

\[ q^{ij} = -\begin{pmatrix} 0 & -q^{12} & 0 \\ q^{21} & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = -\begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \] (1.25)

The complete antisymmetric metric tensor corresponding to the sum \( i + j + k \) is obtained from

\[ q_1 = -\frac{1}{2}(\epsilon_{231} q^{23} + \epsilon_{321} q^{32}), \quad q_2 = -\frac{1}{2}(\epsilon_{312} q^{31} + \epsilon_{132} q^{13}), \] (1.26)

and is given by

\[ q^{ij} = -\begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix}. \] (1.27)

Similarly the anti-symmetric metric tensors corresponding to the metric vectors in the complex circular basis are given by

\[ q^{ij(1)} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 1 \\ -i & -1 & 0 \end{pmatrix}, \quad q^{ij(2)} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 1 \\ i & -1 & 0 \end{pmatrix}. \] (1.28)

Therefore starting from the displacement vector (1.1) in Euclidean space we have shown in Eq. (1.3) that the three metric vectors are the three vectors and have demonstrated that there exists a symmetric metric tensor (1.15) and an anti-symmetric metric tensor (1.27). In the complex circular representation the anti-symmetric metric tensor is Eq. (1.28).

1.2 The Metric Tensor In General Relativity

The symmetric metric tensor is well known in the theory of general relativity, in particular the Einstein field equation for gravitation (7) is

\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = k T_{\mu\nu}. \] (1.29)

This is an equation in symmetric tensors in curved spacetime, denoted by the subscripts \( \mu \) and \( \nu \). Here \( R_{\mu\nu} \) denotes the Ricci tensor, \( R \) the scalar
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curvature, $q_{\mu\nu}$ the symmetric metric tensor, and $T_{\mu\nu}$ the canonical energy-momentum tensor. The constant $k$ is the Einstein gravitational constant. The gravitational field is defined in general relativity by the Einstein field tensor

$$G_{\mu\nu} := R_{\mu\nu} - \frac{1}{2} R q_{\mu\nu},$$

and thus the gravitational field depends directly on the symmetric metric tensor. In flat spacetime the Ricci tensor and scalar curvature disappear, so there is no gravitational field and no energy-momentum. Einstein’s theory of general relativity is based on Riemann geometry, in which the curvature of spacetime is defined in terms of the Riemann curvature tensor

$$R^\kappa_{\lambda\mu\nu} = \partial_\nu \Gamma^\kappa_{\lambda\mu} - \partial_\mu \Gamma^\kappa_{\lambda\nu} + \Gamma^\rho_{\lambda\mu} \Gamma^\kappa_{\rho\nu} - \Gamma^\rho_{\lambda\nu} \Gamma^\kappa_{\rho\mu},$$

through the Christoffel symbols

$$\Gamma^\rho_{\mu\alpha} = \frac{1}{2} q^{\rho\lambda} (\partial_\mu q_{\lambda\alpha} + \partial_\alpha q_{\mu\lambda} - \partial_\lambda q_{\alpha\mu}).$$

The latter are defined in terms of the elements of the symmetric metric tensor.

The Ricci tensor is defined by the tensor contraction

$$R_{\kappa\rho} = q^{\mu\lambda} R_{\mu\kappa\rho\lambda},$$

and the scalar curvature by

$$R = q^{\kappa\rho} R_{\kappa\rho}.$$

In these equations summation is used over repeated indices, the Einstein summation convention. From Eq. (1.33) and (1.34) it can be seen that the Ricci tensor and the scalar curvature are defined in terms of the elements of the metric tensor, so the canonical energy momentum and the gravitational field are also defined in terms of these elements.

Thus everything in gravitation depends on the symmetric metric tensor.

Einstein’s 1916 theory of general relativity developed from his 1905 theory of special relativity, so that general relativity is in principle applicable to all theories of physics, including electromagnetic field theory. This is the principle of general relativity. In this introduction we apply the principle of general relativity to the electromagnetic field and unify the latter with the gravitational field. Unification is achieved in two ways: firstly, by developing an equation of electromagnetism that is formally identical with Eq. (1.29) for gravitation; secondly, by applying Clifford algebra [8] to Eq. (1.29), following Sachs. In both unification schemes electromagnetism is developed from the principle of general relativity using Riemann geometry. The electromagnetic field in general relativity is represented by a choice of metric, and the metric is determined with reference to experimental data, in particular the existence of left and right-circular polarization [1-5]. These states of circular polarization in electromagnetic radiation are described by the complex circular basis defined
by the metric vectors in the O(3) symmetry cyclical relations of Eq. (1.13) or, alternatively, by the following O(3) symmetry cyclical relations between the unit vectors of the complex circular representation:

\begin{align}
    \mathbf{e}^{(1)} \times \mathbf{e}^{(2)} &= i\mathbf{e}^{(3)*}, \\
    \mathbf{e}^{(2)} \times \mathbf{e}^{(3)} &= i\mathbf{e}^{(1)*}, \\
    \mathbf{e}^{(3)} \times \mathbf{e}^{(1)} &= i\mathbf{e}^{(2)*}.
\end{align}

(1.35)

It is also observed experimentally that electromagnetic radiation is a wave phenomenon [1-5]: The electromagnetic field is a propagating, circularly-polarized wave. In general relativity, the electromagnetic wave is therefore a metric that rotates and translates. The wave property of the electromagnetic field is described in the simplest way through the wave equation for a wave propagating along the Z axis:

\[
\frac{\partial^2 u}{\partial Z^2} - \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} = 0,
\]

(1.36)

where \( c \) is the speed of light, a universal constant of general relativity. A simple solution of Eq. (1.36) is

\[
u = \exp \left[ i(\omega t - \kappa \cdot z) \right],
\]

(1.37)

and we refer to this solution as the electromagnetic phase factor. Here \( \omega \) is the angular frequency of the wave and \( \kappa \) is its wave-number. The electromagnetic phase:

\[
\phi = \omega t - \kappa \cdot z
\]

(1.38)

is a scalar invariant of special and general relativity [8,9].

1.3 Rotating Metric Vector. The Magnetic Component Of Propagating Electromagnetic Radiation

Consider the metric vector

\[
q^{(1)} = e^{(1)} = (1/\sqrt{2})(i - ij)
\]

(1.39)

and multiply it by the phase factor (1.37). In so doing we form the phase-dependent antisymmetric metric tensor (“metric” for short):

\[
q^{ij(1)} = e^{i\phi} q^{ij(1)} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & i e^{i\phi} \\ 0 & 0 & e^{i\phi} \\ -i e^{i\phi} & -e^{i\phi} & 0 \end{pmatrix},
\]

(1.40)

and we consider this metric to be a description of one part of the propagating electromagnetic field, in particular the magnetic part of the field. The fundamental reason for this is that the metric in Eq. (1.40) corresponds to the axial vector [1-5].
\[ q^{(1)} = e^{i\phi} q^{(1)} = \left(1/\sqrt{2}\right)(i - ij)e^{i\phi}, \quad (1.41) \]

and the magnetic field is an axial vector given by

\[ B^{(1)} = B^{(0)} q^{(1)}. \quad (1.42) \]

Therefore, the magnetic component of the propagating electromagnetic field has been built up from the experimental observations that electromagnetic radiation is a wave phenomenon and that electromagnetic radiation is left- and right-circularly polarized. The principle of general relativity has been applied in Eq. (1.41) and the magnetic field made directly proportional to the metric in Eq. (1.42). There are three magnetic field components in the electromagnetic field. In the complex circular basis these are

\[ B^{(1)} = B^{(0)} q^{(1)} = \left(1/\sqrt{2}\right)B^{(0)}(i - ij)e^{i\phi}, \]
\[ B^{(2)} = B^{(0)} q^{(2)} = \left(1/\sqrt{2}\right)B^{(0)}(i + ij)e^{-i\phi}, \]
\[ B^{(3)} = B^{(0)} q^{(3)} = B^{(0)} k. \quad (1.43) \]

and the three components are interrelated by the O(3) cyclic relation:

\[ B^{(1)} \times B^{(2)} = iB^{(0)} B^{(3)*}, \]
\[ B^{(2)} \times B^{(3)} = iB^{(0)} B^{(1)*}, \]
\[ B^{(3)} \times B^{(1)} = iB^{(0)} B^{(2)*}. \quad (1.44) \]

This is the \( B \) cyclic theorem of O(3) electrodynamics [1-5]. There are two circularly-polarized and phase dependent complex conjugate components transverse to the direction of propagation:

\[ B^{(1)} = B^{(0)} q^{(1)} e^{i\phi}, \quad B^{(2)} = B^{(0)} q^{(2)} e^{-i\phi}, \quad (1.45) \]

and one phase-independent component in the direction of propagation, the \( B^{(3)} \) field [1-5] of electromagnetic radiation

\[ B^{(3)} = B^{(0)} q^{(3)} \quad (1.46) \]

In general relativity, the existence of these three components follows directly from the existence of the three metric vectors \( q^{(1)}, q^{(2)}, q^{(3)} \) in three-dimensional space. O(3) electrodynamics is therefore simply a consequence of the fact that space has an O(3) symmetry.

Consider the physical meaning of the rotating metric in Eq. (1.40) or Eq. (1.41). We can write Eq. (1.41) as

\[ q^{(1)'} = S(Z) q^{(1)}. \quad (1.47) \]

The metric vector \( q^{(1)'} \) rotates anticlockwise with respect to a fixed frame \((Y, X)\). This rotation is a rotation with time for a given point \( Z \). It could
equally be viewed as a clockwise rotation of the frame with respect to the fixed vector $q^{(1)}$. The phase factor

$$S(Z) := \exp[i(\omega t - \kappa Z)]$$

(1.48)
generates the rotation, and if we proceed from a point $Z$ to another point $Z'$ the frame $(X, Y)$ has rotated. Therefore $S$ is the rotation generator of the metric vector $q^{(1)}$. In general Yang-Mills gauge field theory [7], the rotation generator analogously rotates the general $n$-dimensional field $\psi$:

$$\psi' = S\psi.$$  

(1.49)

Differentiation of Eq. (1.47) with respect to $Z$ gives

$$\frac{\partial q^{(1)'}}{\partial Z} = S\frac{\partial q^{(1)}}{\partial Z} + \frac{\partial S}{\partial Z} q^{(1)},$$

(1.50)

where

$$\frac{\partial S}{\partial X} = \frac{\partial}{\partial Z} e^{i(\omega t - \kappa Z)} = -i\kappa S.$$  

(1.51)

It can be seen from a comparison Eq. (1.47) and (1.50) that, under a rotation the derivative $\partial q^{(1)'}/\partial Z$ does not transform in the same way as the vector $q^{(1)'}$ itself. In the language of general gauge field theory, the ordinary derivative $\partial q^{(1)'}/\partial Z$ does not transform covariantly with $q^{(1)'}$. In order for $\partial q^{(1)'}/\partial Z$ to transform covariantly with $q^{(1)'}$, we need to introduce the covariant derivative. In general relativity, the covariant derivative is denoted by the symbol $D_\nu$ and is defined by

$$D_\nu A^\mu := \partial_\nu A^\mu + \Gamma^\mu_{\lambda \nu} A^\lambda,$$

(1.52)

i.e., defined with the Christoffel symbol (1.32).

We can identify the covariant derivative from Eq. (1.50) by writing the latter as

$$\left(\frac{\partial}{\partial Z} + i\kappa\right) q^{(1)'} = S\frac{\partial q^{(1)}}{\partial Z}.$$  

(rotating frame) (static frame)  

(1.53)

On the left-hand size, the covariant derivative

$$\frac{D q^{(1)'}}{D Z} := \left(\frac{\partial}{\partial Z} + i\kappa\right) q^{(1)'}$$

(1.54)

operates on the vector $q^{(1)'}$ in a rotating frame. On the right-hand side the ordinary derivative $\partial/\partial Z$ operates on the vector $q^{(1)}$ in the fixed frame. The general form of Eq. (1.52) in general gauge field theory is [7]

$$D'_\mu \psi' = S D_\mu \psi,$$

(1.55)

where it can be seen, from a comparison of Eq. (1.49) and (1.55), that the covariant derivative of the $n$-dimensional vector field $\psi$, denoted $D_\mu \psi$, transforms under rotation in the same way as the field $\psi$ itself. The concept of
The covariant derivative is central to gauge field theory and to general relativity; and in order to develop electrodynamics as a theory of general relativity in Riemann geometry we need the covariant derivative.

Equation (1.53) can be generalized to spacetime and becomes

\[ D_\nu q^\mu := (\partial_\nu - i \kappa_\nu) q^\mu, \]  

where

\[ \kappa_\nu = (\omega/c, -k) \]  

is the wave four-vector. In order to make a comparison of the covariant derivative (1.56) of electrodynamics with the covariant derivative (1.52) of Riemann geometry, we compare the equation

\[ D_\nu q^\mu = (\partial_\nu - i \kappa_\nu) q^\mu, \]  

and

\[ D_\nu q^\mu = \partial_\nu q^\mu + \Gamma^{\mu}_{\lambda\nu} q^\lambda. \]  

The metric four-vector \( q^\mu \) appearing in Eq. (1.56) is defined by

\[ q^\mu := \left( 0, q^{(1)\prime} \right) \]  

and corresponds to the metric tensor in four dimensions,

\[ q^{(1)\prime}_{\mu\nu} = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & i \\ 0 & 0 & 0 & 1 \\ 0 & -i & -1 & 0 \end{pmatrix} e^{i\phi}. \]

Comparison of Eqs. (1.56) and (1.59) leads to

\[ -i \kappa_\nu q^\mu = \Gamma^{\mu}_{\lambda\nu} q^\lambda; \]

and, with \( \nu = 3, \mu = 1 \), this leads to

\[ -i \kappa_3 q^1 = \Gamma^{1}_{13} q^3 = \Gamma^{1}_{13} q^1 + \Gamma^{1}_{23} q^2. \]

From this equation, the Christoffel symbol elements can be identified as

\[ \Gamma^{1}_{23} = -\kappa, \quad \Gamma^{1}_{13} = 0. \]

The covariant derivative in Eq. (1.56) is the one relevant to anticlockwise motion, and the metric 4-vector (1.60) also corresponds to anticlockwise motion.

In the four dimensions of spacetime, it can be seen that the magnetic fields of O(3) electrodynamics are defined by the antisymmetric, phase-dependent, \( 4 \times 4 \) metrics:
1.4 Rotating Metric Vector, The Electric Component Of Propagating Electromagnetic Radiation

The electric field component of propagating electromagnetic radiation is a rotating metric vector perpendicular to the magnetic field through the Faraday law of induction,

$$\nabla \times E + \frac{\partial B}{\partial t} = 0. \quad (1.66)$$

The metric that describes the electric component is found as follows. We first construct the rank-two and antisymmetric space unit tensors $\epsilon_{ij}$ and $\epsilon_{ij}$ from the unit axial vector components:

$$\epsilon_{ij} = -\epsilon_{ijk} \epsilon^{k} = -\epsilon_{ijk} \epsilon^{k} = \begin{pmatrix} 0 & -\epsilon^{3} & \epsilon^{1} \\ \epsilon^{3} & 0 & -\epsilon^{1} \\ -\epsilon^{2} & \epsilon^{1} & 0 \end{pmatrix},$$

$$\epsilon_{ij} = \epsilon_{ijk} \epsilon^{k} = \epsilon_{ijk} \epsilon^{k} = \begin{pmatrix} 0 & \epsilon_{3} & -\epsilon_{2} \\ -\epsilon_{3} & 0 & \epsilon_{1} \\ -\epsilon_{2} & -\epsilon_{1} & 0 \end{pmatrix}. \quad (1.67)$$

where

$$\epsilon^{1} = -\epsilon_{1} = 1, \quad \epsilon^{2} = -\epsilon_{2} = 1, \quad \epsilon^{3} = -\epsilon_{3} = 1. \quad (1.68)$$

The tensors $\epsilon_{ij}$ and $\epsilon_{ij}$ are the space components of the rank-two antisymmetric spacetime unit tensors:
The dual pseudo-tensor $\tilde{\epsilon}_{\rho\sigma}$ is defined as follows:

$$\tilde{\epsilon}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} \epsilon_{\rho\sigma} = \begin{pmatrix} 0 & -\epsilon^3 & -\epsilon^2 & -\epsilon^1 \\ -\epsilon^3 & 0 & 0 & 0 \\ -\epsilon^2 & 0 & 0 & 0 \\ -\epsilon^1 & 0 & 0 & 0 \end{pmatrix}. \quad (1.71)$$

The quantities $\epsilon^\mu$, $\epsilon_{\mu\nu}$, and $\tilde{\epsilon}^{\mu\nu}$ are all metric representations, because they are constructed from the unit axial vector components $i, j, k$. The metric components can be represented as an axial four-vector $q^\mu$, an antisymmetric tensor $q_{\mu\nu}$, or an antisymmetric pseudo-tensor dual to $q_{\rho\sigma}$:

$$q^\mu = (0, q^1, q^2, q^3), \quad (1.72)$$

$$q_{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -q^3 & q^2 \\ 0 & q^2 & 0 & -q^1 \\ 0 & -q^2 & q^1 & 0 \end{pmatrix}, \quad (1.73)$$

$$\tilde{q}^{\mu\nu} = \begin{pmatrix} 0 & -q^1 & -q^2 & -q^3 \\ q^1 & 0 & 0 & 0 \\ q^2 & 0 & 0 & 0 \\ q^3 & 0 & 0 & 0 \end{pmatrix}; \quad (1.74)$$

and the magnetic field components are defined as being the metric components within a scalar magnitude $B^{(0)}$.

For a circularly polarized electromagnetic field, the magnetic field components are

$$B^{1(1)} = B^{(0)} q^{1(1)} = B^{(0)} q^{(1)}_x = \frac{B^{(0)}}{\sqrt{2}} e^{i\phi}, \quad (1.75)$$

$$B^{2(1)} = B^{(0)} q^{2(1)} = B^{(0)} q^{(1)}_y = -i \frac{B^{(0)}}{\sqrt{2}} e^{i\phi}, \quad (1.76)$$

$$B^{1(2)} = B^{(0)} q^{1(2)} = B^{(0)} q^{(2)}_x = \frac{B^{(0)}}{\sqrt{2}} e^{-i\phi}, \quad (1.77)$$

$$B^{2(2)} = B^{(0)} q^{2(2)} = B^{(0)} q^{(2)}_y = i \frac{B^{(0)}}{\sqrt{2}} e^{-i\phi}, \quad (1.78)$$
The Faraday law of induction is one of the laws of electrodynamics that can be deduced from general relativity by the following metric transforms:

\[ \begin{align*}
q^{(1)} &\rightarrow -i q^{(1)}, & q^{(2)} &\rightarrow i q^{(2)}, & q^{(3)} &\rightarrow -i q^{(3)}. 
\end{align*} \]  

These transform the magnetic field components \( B^{(1)}, B^{(2)}, B^{(3)} \) into the electric field components

\[ \begin{align*}
E^{(1)} &= -(E^{(0)}/\sqrt{2})(ii + jj)e^{i\phi}, & (1.84) \\
E^{(2)} &= (E^{(0)}/\sqrt{2})(ii - jj)e^{-i\phi}, & (1.85) \\
E^{(3)} &= -iE^{(0)k}; & (1.86)
\end{align*} \]

where

\[ E^{(0)} = cB^{(0)} \]  

in S.I. units [1-5,7]. These electric field components form the O(3) symmetry cyclic relations:

\[ \begin{align*}
E^{(1)} \times E^{(2)} &= E^{(0)}E^{(3)*}, \\
E^{(2)} \times E^{(3)} &= E^{(0)}E^{(1)*}, \\
E^{(3)} \times E^{(1)} &= E^{(0)}E^{(2)*},
\end{align*} \]  

and so the electric field components can also be defined in terms of rotation generators of the O(3) group.

The three electric field components of propagating electromagnetic radiation are therefore defined in general relativity as being the components generated from the magnetic field components \( B^{(1)}, B^{(2)}, B^{(3)} \) by the metric transformation (1.83). The metric components produced by this transformation also obey an O(3) symmetry cyclic relation:

\[ \begin{align*}
(-i q^{(1)}) \times (i q^{(2)}) &= i q^{(3)*}, \\
(i q^{(2)}) \times (-i q^{(3)}) &= i q^{(1)*}, \\
(-i q^{(3)}) \times (i q^{(1)}) &= i q^{(2)*};
\end{align*} \]  

and so the metric transformation (1.83) can be identified as that which produces the O(3) rotation generator \( J_{ij} \) from the antisymmetric matrices \( \epsilon_{ij} \), i.e., as the transforms...
\[ J_x := J_{23} = -\imath \epsilon_{23} = -\imath \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}, \]
\[ J_y := J_{13} = -\imath \epsilon_{13} = -\imath \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad (1.90) \]
\[ J_z := J_{12} = -\imath \epsilon_{12} = -\imath \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \]

The electric and magnetic field components generated by this transformation obey the Faraday induction laws:
\[ \nabla \times \mathbf{E}^{(1)} + \frac{\partial \mathbf{B}^{(1)}}{\partial t} = 0, \quad (1.91) \]
\[ \nabla \times \mathbf{E}^{(2)} + \frac{\partial \mathbf{B}^{(2)}}{\partial t} = 0, \quad (1.92) \]
\[ \nabla \times \mathbf{E}^{(3)} + \frac{\partial \mathbf{B}^{(3)}}{\partial t} = 0. \quad (1.93) \]

The electric field components can be expressed as follows:
\[ \tilde{\mathbf{E}}^\mu = (0, E^1, E^2, E^3), \quad (1.94) \]
\[ \tilde{\tilde{\mathbf{E}}}^{\mu
u} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & E^3 & -E^2 \\ 0 & -E^3 & 0 & E^1 \\ 0 & E^2 & -E^1 & 0 \end{pmatrix}, \quad (1.95) \]
\[ \tilde{\mathbf{E}}^{\mu
u} = \begin{pmatrix} 0 & -E^1 & -E^2 & -E^3 \\ E^1 & 0 & 0 & 0 \\ E^2 & 0 & 0 & 0 \\ E^3 & 0 & 0 & 0 \end{pmatrix}, \quad (1.96) \]

i.e., the electric field components can be used to form an axial four-vector (rank-one tensor) \( \tilde{\mathbf{E}}^\mu \), a rank-two anti-symmetric tensor \( \tilde{\tilde{\mathbf{E}}}^{\mu
u} \), and its dual rank-two pseudo-tensor \( \tilde{\mathbf{E}}^{\mu
u} \). These quantities are produced in general relativity through the metrics (1.72)–(1.74) multiplied by the factor \( -\imath \):
\[ \tilde{\mathbf{E}}^\mu = -\imath E^{(0)} q^\mu, \quad (1.97) \]
\[ \tilde{\tilde{\mathbf{E}}}^{\mu
u} = -\imath E^{(0)} q^{\mu\nu}, \quad (1.98) \]
\[ \tilde{\mathbf{E}}^{\mu
u} = -\imath E^{(0)} \tilde{q}^{\mu\nu}. \quad (1.99) \]

We know that general relativity is a theory of spacetime in which the derivatives are covariant derivatives. In general relativity therefore, the Faraday law of induction is part of the Jacobi identities.
The covariant derivative is defined as

\[ D_\mu := \partial_\mu - igA_\mu, \]  

(1.104)

where \( A_\mu \) is the electromagnetic potential four tensor

\[ A_\mu = (A_0, -A_1, -A_2, -A_3) \]  

(1.105)

and where

\[ g = \kappa/A_0. \]  

(1.106)

The rank-two electromagnetic four-tensor in general relativity is therefore defined as a sum of metric tensor and metric pseudo tensor:

\[ G^{\mu\nu} = cB^{(0)}(q^{\mu\nu} - iq^{\mu\nu}) = E^{(0)}(q^{\mu\nu} - iq^{\mu\nu}). \]  

(1.107)

Similarly, the dual rank-two electromagnetic pseudo four-tensor is

\[ \tilde{G}^{\mu\nu} = cB^{(0)}(\tilde{q}^{\mu\nu} - i\tilde{q}^{\mu\nu}) = E^{(0)}(\tilde{q}^{\mu\nu} - i\tilde{q}^{\mu\nu}). \]  

(1.108)

For a circularly polarized wave, the magnetic and electric field components of propagating electromagnetic radiation

\[ E^{(1)} = -icB^{(1)} , \quad E^{(2)} = icB^{(3)} , \quad E^{(3)} = -icB^{(1)} , \]  

(1.109)

and the group Jacobi identity (1.100) gives the Faraday law of induction (1.66) if

\[ \partial_\mu \tilde{G}^{\mu\nu(i)} = 0, \quad i = 1, 2, 3, \]  

(1.110a)
In vector notation, these equations are relations between the magnetic and electric components of a propagating, circularly polarized, electromagnetic field. Equation (1.110a) gives Gauss’s law and Faraday’s induction law of \( O(3) \) electrodynamics [1-5]:

\[
\partial_\mu \tilde{G}^{\mu\nu}(i) = 0 \Rightarrow \nabla \cdot B^{(i)} = 0, \quad \nabla \times E^{(i)} + \frac{\partial B^{(i)}}{\partial t} = 0, \quad i = 1, 2, 3. \tag{1.111}
\]

Equation (1.110b) gives

\[
(A_\mu \tilde{G}^{\mu\nu})^{(i)} = 0 \Rightarrow A^{(1)} \cdot B^{(2)} = A^{(2)} \cdot B^{(1)} = 0, \quad A^{(1)} \times E^{(2)} = A^{(2)} \times E^{(1)} = 0, \quad \text{etc.}, \tag{1.112}
\]

that is,

\[
A^{(i)} \cdot B^{(i)} = 0, \quad A^{(i)} \times E^{(i)} = 0, \quad i \neq j.
\]

If we apply the metric transform (1.83) to the Gauss and Faraday laws, we obtain the Coulomb and Ampère-Maxwell laws without a source charge-current density:

\[
\partial_\mu G^{\mu\nu}(i) = 0 \Rightarrow \nabla \cdot E^{(i)} = 0, \quad \nabla \times B^{(i)} - \frac{1}{c^2} \frac{\partial E^{(i)}}{\partial t} = 0, \quad i = 1, 2, 3. \tag{1.113}
\]

The metric transform (1.83) is therefore identified as the well-known dual transform [1-5,7]

\[
E \rightarrow -icB, \quad B \rightarrow (i/c)E \tag{1.114}
\]

between electric and magnetic field components. The dual transform (1.114) produces the electromagnetic dual pseudo-tensor from the original tensor:

\[
G^{\mu\nu} \rightarrow \tilde{G}^{\mu\nu} \quad \text{from} \quad E \rightarrow -icB, \tag{1.115}
\]

and also results in the following:
\[ B^{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & -B^3 & B^2 \\ 0 & B^3 & 0 & -B^1 \\ 0 & -B^2 & B^1 & 0 \end{pmatrix} = B^{(0)} q^{\mu\nu} \]

\[ \Rightarrow E^{\mu\nu} = \begin{pmatrix} 0 & -E^1 & -E^2 & -E^3 \\ E^1 & 0 & 0 & 0 \\ E^2 & 0 & 0 & 0 \\ E^3 & 0 & 0 & 0 \end{pmatrix} = -i E^{(0)} \tilde{q}^{\mu\nu}. \]  

So we can see that the electric tensor \( E^{\mu\nu} \) is produced from the magnetic tensor \( B^{\mu\nu} \), and vice versa. In general relativity this is the result of the metric transform (1.83), i.e., a result of geometry.

The Eqs. (1.100) define the O(3) covariant derivatives of general relativity

\[
\begin{align*}
D_\mu \tilde{G}^{\mu\nu}(1) &= \partial_\mu \tilde{G}^{\mu\nu}(1) - ig\epsilon_{(1)(2)(3)} A^{(2)}_\mu \tilde{G}^{\mu\nu}(3) = 0, \\
D_\mu \tilde{G}^{\mu\nu}(2) &= \partial_\mu \tilde{G}^{\mu\nu}(2) - ig\epsilon_{(2)(3)(1)} A^{(3)}_\mu \tilde{G}^{\mu\nu}(1) = 0, \\
D_\mu \tilde{G}^{\mu\nu}(3) &= \partial_\mu \tilde{G}^{\mu\nu}(3) - ig\epsilon_{(3)(1)(2)} A^{(1)}_\mu \tilde{G}^{\mu\nu}(2) = 0.
\end{align*}
\]  

1.5 Summary

The metric vectors defined by the displacement vector in Eq. (1.1) have been shown in Eq. (1.3) to be equal to the Cartesian unit vectors \( i, j, k \). In the complex circular basis appropriate for circularly polarized radiation, the metric vectors obey the O(3) symmetry cyclic relations in Eq. (1.13). The metric vectors are written as antisymmetric rank-two tensors using Eq. (1.22), and these tensors are written in the complex circular basis in Eq. (1.28). In Sec. 1.2, the role of the metric tensor is discussed in the context of general relativity and Riemann geometry. The generally covariant metric for the electromagnetic field in general relativity is given in Eq. (1.40), which is based on the empirical observations that electromagnetic radiation is circularly polarized and is a propagating wave phenomenon. Therefore, the metric is built up from observation without any recourse to field equations. The metric is used to define the three magnetic fields \( B^{(1)}, B^{(2)}, B^{(3)} \) of O(3) electrodynamics in Eq. (1.43). The covariant derivative relevant to the rotating metric in Eq. (1.40) is defined in Eq. (1.56), and the Christoffel symbol deduced from the covariant derivative in Eq. (1.64). In Sec. (1.4), the electric field components are defined through the dual metric transforming Eqs. (1.83) and (1.90). The dual metric transform generates the three Faraday induction laws of O(3) electrodynamics in Eqs. (1.91)–(1.93). The generally covariant O(3) electromagnetic field equations are defined as the Jacobi identity of the complete antisymmetric field tensor in Eq. (1.100). The generally covariant derivative used in this Jacobi identity is defined in terms of the potential four-vector in Eq. (1.104),
and the Jacobi identity is developed as three sets of Maxwell-Heaviside type equations, one for each of the three complex circular indices (1),(2),(3), in Eqs. (1.111) and (1.113). The dual metric transform Eq. (1.83), leads to the Heaviside-Larmor-Rainich dual transform defined in Eq. (1.114). The generally covariant $O(3)$ electromagnetic field equations have therefore been defined in terms of a Jacobi identity of the antisymmetric, phase-dependent, metric and its dual. The metric has been built up from geometrical considerations and from the fact that the electromagnetic field is observed experimentally to be circularly polarized and a phase-dependent propagating wave phenomenon. The generally covariant $O(3)$ field equations are deduced from the geometrical properties of the metric. The $O(3)$ electromagnetic field has been shown to be a property of curved spacetime, as required by the principle of general relativity.
The Rank–Three And Rank–Four Totally Antisymmetric Unit Tensor

The rank-three totally antisymmetric unit tensor, the Levi-Civita symbol, is defined as
\[ \epsilon^{ijk} = \epsilon_{ijk}. \] (A.1)

The tensor is 1 or \(-1\) according to the following index rules:
\[ \epsilon_{123} = \epsilon_{231} = \epsilon_{312} = 1, \quad \epsilon_{132} = \epsilon_{213} = \epsilon_{321} = -1, \] (A.2)

and is therefore antisymmetric in the permutation of any two indices. It is used in tensor analysis to define the cross product of two vectors or to generate an antisymmetric rank-two tensor from an axial vector.

The rank-four totally antisymmetric unit tensor is used to generate the dual pseudo-tensor from a rank-two four-dimensional antisymmetric tensor, and is defined as
\[ \epsilon^{\mu\nu\rho\sigma} = -\epsilon_{\mu\nu\rho\sigma}, \quad \epsilon^{0123} = -\epsilon_{0123} = 1. \] (A.3)

It has the following properties:
\[ \epsilon^{0123} = \epsilon^{1230} = \epsilon^{2301} = \epsilon^{3012} = 1, \]
\[ \epsilon^{1023} = \epsilon^{2130} = \epsilon^{3201} = \epsilon^{0312} = -1, \]
\[ \epsilon^{1032} = \epsilon^{2103} = \epsilon^{3210} = \epsilon^{0321} = 1, \]
\[ \epsilon^{1302} = \epsilon^{2013} = \epsilon^{3120} = \epsilon^{0231} = -1, \] (A.4)

and is therefore antisymmetric in the permutation of any two of the four indices.
Duality and the Antisymmetric Metric

2.1 Euclidean Spacetime. Special Relativity

In this chapter it is proven that if there exists a symmetric metric in general relativity, then there must exist an antisymmetric metric: The fundamental reason is that one metric is implied by the other through duality in differential geometry [7]. This result of differential geometry leads to the important new result in physics that if the gravitation be described through Riemannian geometry with the well-known Einstein field equation, Eq. (1.29), then there exists an equation of the same type for electrodynamics in general relativity. This equation is derived and explained in this chapter using differential geometry with a antisymmetric metric. Gravitation therefore is a manifestation of curved spacetime with a symmetric metric, and electromagnetism is a manifestation of spinning spacetime with an antisymmetric metric. From differential geometry we can infer that electromagnetism is implied by gravitation in non-Minkowski, four-dimensional spacetime.

This result can be constructed from a consideration of Eq. (1.67), a duality in Euclidean space:
\[ \epsilon^{ij} = -\epsilon^{ijk} \epsilon^k, \]
\[ \epsilon_{ij} = \epsilon^{ijk} \epsilon_k. \]

Consider the metric 3-vector defined in Euclidean space (Chap. 1) as
\[ q^k = \epsilon^k = (1, 1, 1). \]

The symmetric metric tensor in Euclidean space can be defined by
\[ q^k = q^{k(S)} q_\ell, \quad q^{k(S)} = - \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]
The metric 3-vector $q^k$ is dual to the antisymmetric metric tensor in three space dimensions,

$$q^{ij(A)} = -\epsilon^{ijk} q^k = \begin{pmatrix} 0 & -1 & 1 \\ 1 & 0 & -1 \\ -1 & 1 & 0 \end{pmatrix};$$

(2.6)

and, from Eqs. (2.5) and (2.6) the following duality relation between the symmetric and antisymmetric metric tensor is obtained:

$$q = -\frac{1}{2} q^{ij(A)} \epsilon_{ij} = q^{k\ell(S)} \epsilon_{\ell\epsilon_k}.$$  

(2.7)

In three Euclidean-space dimensions it therefore has been shown that the existence of one metric implies that of the other through the fundamental duality relations (1.67). Because $\epsilon_k$ is dual to $\epsilon_{ij}$ by geometry, then $q^{k\ell(S)} \epsilon_{\ell}$ must be dual to $q^{ij(A)}$. So the existence of the well-known symmetric metric (2.4) implies the existence of the antisymmetric metric (2.6) by three-dimensional Euclidean geometry.

This simple result is generalized in the chapter using the language of forms and differential geometry, where-upon it becomes clear that the homogeneous field equation of electromagnetism is a Bianchi identity on a closed two-form involving the antisymmetric metric in a non-Minkowski spacetime. The inhomogeneous field equation of electrodynamics can be derived by taking covariant derivatives of both sides of a novel field equation of electrodynamics whose structure is the same as that of the well-known Einstein field equation (1.29) of gravitation.

The duality Eq. (2.7) implies that, if there exists a line element

$$\omega_1 = ds^2 = q^{k\ell(S)} dx_\ell dx_k,$$

(2.8)

a zero-form (scalar) of differential geometry, then there exists the zero-form

$$\omega_2 = ds^2 = -\frac{1}{2} q^{ij(A)} dx_i \wedge dx_j,$$

(2.9)

because $dx_k$ is dual to the wedge product (7) $dx_i \wedge dx_j$. Therefore, the line element in three-dimensional differential geometry can be expressed as the zero-form $\omega_1$ or the zero-form $\omega_2$. The two-form $q^{ij(A)}$ is a closed two-form whose exterior derivative vanishes identically:

$$d \wedge q^{ij(A)} = 0 = (d \wedge q^{(A)})_{ij}.$$  

(2.10)

In Euclidean spacetime, the converse of the Poincaré lemma of differential geometry implies that:

$$q^{(A)}_{ij} = d \wedge q_j.$$  

(2.11)
i.e., that the two-form $q^{(A)}_{ij}$ is the exterior derivative of a one-form $q_j$. Equation (2.10) is the Bianchi identity applied in flat or Euclidean space.

These results of three-dimensional Euclidean space may be generalized to four-dimensional Minkowski spacetime, in which the symmetric metric tensor is defined by

$$q^\rho = q^{\rho\sigma(S)}q_\sigma.$$

The antisymmetric metric tensor then follows from the spacetime generalization of Eq. (2.7):

$$q = -\frac{1}{6}q^{\mu\nu(A)}\epsilon_{\mu\nu} = q^{\rho\sigma(S)}\epsilon_\rho\epsilon_\sigma,$$

an equation that shows that if $q^{\rho\sigma(S)}$ is defined from Eq. (2.12) as

$$q^{\rho\sigma(S)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix},$$

then $q^{\mu\nu(A)}$ is defined from Eq. (2.13) as

$$q^{\mu\nu(A)} = \begin{pmatrix} 0 & -1 & -1 & -1 \\ 1 & 0 & -1 & 1 \\ 1 & 1 & 0 & -1 \\ 1 & -1 & 1 & 0 \end{pmatrix}. $$

In the language of differential geometry, if there exists the spacetime Minkowski line element, the zero-form

$$\omega_1 = ds^2 = q^{\rho\sigma(S)}dx_\rho dx_\sigma,$$

then the line element $ds^2$ exists as the dual zero-form

$$\omega_2 = ds^2 = -\frac{1}{6}q^{\mu\nu(A)}dx_\mu \wedge dx_\nu,$$

because $dx_\rho$ is dual to the wedge product $dx_\mu \wedge dx_\nu$. The Bianchi identity (2.10) is also a Bianchi identity of four-dimensional Minkowski spacetime. The two-form (2.17) is a closed two-form, and so is the exterior derivative of a one-form by the converse of the Poincaré lemma.

The symmetric and antisymmetric metrics $q^{\rho\sigma(S)}$ and $q^{\mu\nu(A)}$ are covariants of special relativity, i.e., retain their form under a Lorentz transform. This means that the symmetric metric is diagonal symmetric before and after a Lorentz transform, and the antisymmetric metric is antisymmetric off-diagonal before and after a Lorentz transform. The symmetric and antisymmetric metrics in Euclidean spacetime are constants, so the Christoffel symbols, Riemann tensors, Ricci tensors and scalar curvatures derived from these metrics all disappear. It is well known that in Einstein’s general relativistic theory of gravitation, flat spacetime means that gravitation is absent,
a result that is implied by the Einstein field equation (1.29). In the received view of electrodynamics, however, the electromagnetic field is an entity superimposed on flat spacetime. In the new view of electrodynamics forged in this book and elsewhere [1-5], the electromagnetic field is a manifestation of spinning spacetime. If the gravitational field is described through the symmetric metric in Eq. (1.29), the Einstein field equation, then the electromagnetic field is described through the antisymmetric metric dual to the symmetric metric using a field equation with the same structure as Eq. (1.29).

2.2 Non-Minkowski Spacetime. General Relativity

By developing the results in Sec. (2.1) in non-Minkowski spacetime, it is possible to develop a theory of general relativity in which a symmetric metric is dual to an antisymmetric metric through Eq. (2.17). The gravitational field is defined by the Einstein field equation (1.29) through the symmetric metric, and the electromagnetic field is dual to this gravitational field through Eq. (2.17) developed for non-Minkowski spacetime. The two fields are therefore related to each other through a duality transformation of differential geometry and are two parts of the same thing. This means that one field can influence another, i.e., gravitation can influence electromagnetism and vice-versa.

In order to extend Eq. (2.9) to a non-Euclidean three-dimensional space, we consider the unit vectors and metric vectors in general curvilinear coordinates and extend the analysis to non-Minkowski spacetime. The metric 4-vector in this spacetime is written as an antisymmetric tensor which is used to define a two-form of differential geometry. Gravitation is then defined by an Einstein equation for the symmetric metric and electromagnetism by an Einstein equation for the antisymmetric metric. The homogeneous field equation of electromagnetism is the Bianchi identity analogous to Eq. (2.10) for Euclidean spacetime, and the inhomogeneous field equation of electromagnetism is obtained by taking covariant derivatives on both sides of the Einstein equation for electromagnetism. When the non-Minkowski metric is defined by Eq. (1.61), we recover the homogeneous and inhomogeneous field equations of O(3) electrodynamics. In general curvilinear coordinates both the symmetric and antisymmetric metrics are defined in terms of the same set of scale factors, and this result can be used in principle to measure the effect of one field on the other. Electromagnetism in this view is a theory of non-Minkowski spacetime, and one must use covariant derivatives in the field equations of electromagnetism as well as the field equations of gravitation. The same conclusion has been reached independently by Sachs [8] using Clifford algebra in general relativity. O(3) electrodynamics is an example where the covariant derivatives are defined in the complex circular basis [1-5] denoted ((1),(2),(3)).

Consider a region of non-Euclidean, three-dimensional space [6] such that each point is specified by three numbers $(u_1,u_2,u_3)$, the curvilinear coordi-
The transformation equations between the Cartesian and curvilinear coordinates are:

\[
\begin{align*}
    x &= x(u_1, u_2, u_3), \quad u_1 = u_1(x, y, z), \\
    y &= y(u_1, u_2, u_3), \quad u_2 = u_2(x, y, z), \\
    z &= z(u_1, u_2, u_3), \quad u_3 = u_3(x, y, z),
\end{align*}
\]

where the functions are single valued and continuously differentiable. There is therefore a one-to-one correspondence between the point \((x, y, z)\) and \((u_1, u_2, u_3)\). The position vector in general curvilinear coordinates is \(\mathbf{r}(u_1, u_2, u_3)\), and the arc length is the modulus of the infinitesimal displacement vector:

\[
ds = |d\mathbf{r}| = \left| \frac{\partial \mathbf{r}}{\partial u_1} du_1 + \frac{\partial \mathbf{r}}{\partial u_2} du_2 + \frac{\partial \mathbf{r}}{\partial u_3} du_3 \right|. \tag{2.19}
\]

Here \(\frac{\partial \mathbf{r}}{\partial u_i}\) is the metric coefficient, whose modulus is the scale factor:

\[
h_i = \left| \frac{\partial \mathbf{r}}{\partial u_i} \right|. \tag{2.20}
\]

The unit vectors of the curvilinear coordinate system are:

\[
e_i = \frac{1}{h_i} \frac{\partial \mathbf{r}}{\partial u_i}, \tag{2.21}
\]

\[
e^i = (e^1, e^2, e^3), \tag{2.22}
\]

and so we can write

\[
d\mathbf{r} = h_1 du_1 \mathbf{e}_1 + h_2 du_2 \mathbf{e}_2 + h_3 du_3 \mathbf{e}_3. \tag{2.23}
\]

If we write the unit vector in three dimensions as

\[
e_i = \frac{\partial \mathbf{r}}{\partial u_i}/|\partial \mathbf{r}/\partial u_i|, \quad h_i = |\partial \mathbf{r}/\partial u_i|, \tag{2.24}
\]

then each component is unity, as in the Cartesian coordinates (Eq. (1.2)):

\[
i = \frac{\partial \mathbf{r}}{\partial x^i}/|\partial \mathbf{r}/\partial x^i|, \quad \text{etc.,} \quad q_x = |\partial \mathbf{r}/\partial x|, \quad \text{etc.} \tag{2.25}
\]

The unit vectors \(\mathbf{e}_i\) are unit tangent vectors to the curve \(u_i\) at point \(P\), i.e., the three unit vectors \(\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3\) of the curvilinear coordinate system are unit tangent vectors to the coordinate curves, are mutually orthogonal, and form the \(O(3)\) symmetry cyclic relations:

\[
\mathbf{e}_1 \times \mathbf{e}_2 = \mathbf{e}_3^*, \quad \mathbf{e}_2 \times \mathbf{e}_3 = \mathbf{e}_1^*, \quad \mathbf{e}_3 \times \mathbf{e}_1 = \mathbf{e}_2^*. \tag{2.26}
\]

This means that each of the unit vectors \(\mathbf{e}_1, \mathbf{e}_2, \mathbf{e}_3\) is dual to an antisymmetric rank-two tensor in three-dimensional non-Euclidean space:
2. Duality and the Antisymmetric Metric

\[ e^{ij} = -\epsilon^{ijk} e^k, \quad (2.27) \]
\[ e_{ij} = \epsilon^{ijk} e_k. \quad (2.28) \]

The rank-two tensors \( e^{ij} \) also form an \( O(3) \) symmetry cyclic relation. The curvilinear coordinate system is orthogonal if

\[ e_1 \cdot e_2 = 0, \quad e_1 \cdot e_3 = 0, \quad e_2 \cdot e_3 = 0. \quad (2.29) \]

The symmetric metric tensor \( q^{ij(S)} \) is then defined by the square of the arc length:

\[ ds^2 = dr \cdot dr = q^{ij(S)} du_i du_j. \quad (2.30) \]

This is a product of one-forms of differential geometry [7]. The one form \( du_k \) is dual to the wedge product \( du_i \wedge du_j \), a two-form, and \( q^{ij(S)} \) implies \( q^{ij(A)} \), where \( q^{ij(A)} \) is the antisymmetric metric in curvilinear coordinates. Therefore, the square of the arc length implies the following area zero-form in differential geometry:

\[ dA = -\frac{1}{2} q^{ij(A)} du_i \wedge du_j. \quad (2.31) \]

This result means that the existence of a symmetric metric in curvilinear coordinates in three dimensions implies the existence of an antisymmetric metric. Generalization of this result to four dimensions in any non-Minkowski spacetime gives

\[ \omega_1 = ds^2 = q^{\mu\nu(S)} du_\mu du_\nu, \quad (2.32) \]
\[ \omega_2 = dA = -\frac{1}{2} q^{\mu\nu(A)} du_\mu \wedge du_\nu. \quad (2.33) \]

A graphical summary of the concepts used to derive the important result (2.33) is given below in three space dimensions:

![Fig. 2.1. Curvilinear Coordinates](image)

The general vector field in curvilinear coordinates in three space dimensions [6] is
The gravitational field in general relativity is identified through the Einstein equation derived from this symmetric metric tensor in non-Minkowski spacetime.
spacetime. There is a one-to-one relation between any set of curvilinear coordinates \((u_1, u_2, u_3)\) and any other set \((u_1', u_2', u_3')\) so the metric \(q^{(S)}_{\mu\nu}\) is generally covariant by definition, i.e., does not change its form under transformation from one set of curvilinear coordinates to another. In general relativity, this means that the equations of gravitation are generally covariant, the same in form under any transformation of coordinates.

The principle of general relativity asserts that all equations of natural philosophy must be generally covariant, including the field equations of electromagnetism. We now follow this well known principle rigorously and derive the generally covariant field equations of electromagnetism from the antisymmetric metric in four-dimensional non-Minkowski spacetime. These equations of electromagnetism derive essentially from the fact that we can form the cross products (2.38) as well as the dot products (2.37), i.e., we can always construct an antisymmetric metric from the same metric vectors are those used to construct the symmetric metric. This result is true for any non-Minkowski spacetime.

Restrict attention to three space dimensions, and note that the antisymmetric metric is built up from the following area elements of curvilinear coordinate analysis [6]:

\[
\begin{align*}
  dA_1 &= h_2 h_3 du_2 du_3 |e_2 \times e_3|, \\
  dA_2 &= h_3 du_3 h_1 du_1 |e_3 \times e_1|, \\
  dA_3 &= h_1 du_1 h_2 du_2 |e_1 \times e_2|.
\end{align*}
\]

The axial surface vector in three dimensions is therefore

\[
dA = h_2 h_3 du_2 du_3 e_1 + h_3 du_3 h_1 du_1 e_2 + h_1 du_1 h_2 du_2 e_3,
\]

and is dual to the antisymmetric surface tensor in three dimensions in curvilinear coordinates:

\[
d^A_{ij} = h_2 h_3 du_2 du_3 \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 1 & 0 & 0 \end{pmatrix} + h_3 h_1 du_3 du_1 \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix} + h_1 h_2 du_1 du_2 \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

The antisymmetric metric tensor in three space dimensions is

\[
q^{ij(A)} = \begin{pmatrix} 0 & -h_1 h_2 & h_1 h_3 \\ h_3 h_1 & 0 & -h_3 h_3 \\ -h_3 h_1 & h_3 h_2 & 0 \end{pmatrix}.
\]

In order to generalize this result to four-dimensional spacetime in curvilinear coordinates, note that the existence of the zero-form

\[
\omega_1 = ds^2 = q^{\mu\nu(S)} du_\mu du_\nu
\]
implies the existence of the area zero-form
\[ \omega_2 = dA = -\frac{1}{2} q^{\mu\nu(A)} du_\mu \wedge du_\nu, \] (2.48)
where \( q^{\mu\nu(A)} \) is the antisymmetric metric in four non-Minkowski spacetime dimensions. The structure of the antisymmetric metric is therefore the same as that of the wedge product \( du_\mu \wedge du_\nu \) in four dimensions, i.e., the antisymmetric metric is an antisymmetric \( 4 \times 4 \) matrix formed from the antisymmetric product of two metric 4-vectors
\[
q_{\mu\nu}^{(A)} = \begin{pmatrix}
0 & -h_0 h_1 & -h_0 h_2 & -h_0 h_3 \\
h_1 h_0 & 0 & -h_1 h_2 & h_1 h_3 \\
h_2 h_0 & h_2 h_1 & 0 & -h_2 h_3 \\
h_3 h_0 & -h_3 h_1 & h_3 h_2 & 0
\end{pmatrix} \] (2.49)
The generally covariant electromagnetic field tensor is the metric \( q_{\mu\nu}^{(A)} \) within a factor that must be negative under charge conjugation. The magnetic field components are defined by
\[
B^i = -\frac{1}{2} B^{(0)} \epsilon^{ijk} q_{jk}^{(A)} \] (2.50)
and the electric field components by
\[
E^i = E^{(0)} q^{io(A)}. \] (2.51)
Thus the complete electromagnetic field tensor is
\[
G^{\mu\nu} = \begin{pmatrix}
0 & -E^1 & -E^2 & -E^3 \\
E^1 & 0 & -B^3 & B^2 \\
E^2 & B^3 & 0 & -B^1 \\
E^3 & -B^2 & B^1 & 0
\end{pmatrix}. \] (2.52)
The generally covariant homogeneous field equation of decoupled electromagnetism is the Bianchi identity [7] defined by the fact that the \( \tilde{G}_{\mu\nu} \) dual two-form is a closed two form whose covariant exterior derivative vanishes identically in any non-Minkowski spacetime:
\[
D_\mu \tilde{G}^{\mu\nu} = 0. \] (2.53)
The homogeneous field equation in form notation is therefore the Bianchi identity
\[
D \wedge G = 0, \] (2.54)
which in tensor notation becomes
\[
D_\mu \tilde{G}^{\mu\nu} = 0. \] (2.55)
If we define the covariant derivatives as those of an O(3) symmetry gauge field theory, Eq. (2.55) becomes the homogeneous field equation of O(3) electrodynamics [1-5]:

\[
(\partial_\mu - ig A_\mu \times )\tilde{G}^{\mu \nu} = 0,
\]

which is also a Jacobi identity of group generators [7]. In differential geometry, the Bianchi identity is [7]

\[
D_\rho R^\kappa_{\lambda \mu \nu} + D_\mu R^\kappa_{\lambda \nu \rho} + D_\nu R^\kappa_{\lambda \rho \mu} = 0;
\]

so the generally covariant homogeneous field equation of electrodynamics is an equation of differential geometry, with Christoffel symbols antisymmetric in their lower two indices. (In gravitation the Christoffel symbols are symmetric in their lower two indices.) The Bianchi identity (2.57) is clearly analogous to the Jacobi identity (2.55) rewritten as

\[
D_\rho G_{\mu \nu} + D_\mu G_{\nu \rho} + D_\nu G_{\rho \mu} = 0;
\]

and the reason for this is that the generally covariant field tensor can be obtained from a round-trip in non-Euclidean spacetime using covariant derivatives [1-5,7]. This procedure is also used to define the Riemann curvature tensor in general relativity [7]. So the Riemann tensor for electromagnetism can be related to the field tensor \(G^{\mu \nu}\) through a choice of Christoffel symbol, as illustrated in Eq. (1.64) of Chap. 1.

Therefore electromagnetism exists in general relativity because we can define the four-dimensional surface tensor in non-Euclidean spacetime. Analogously, gravitation exists in general relativity because we can define the square of the line element in four-dimensional non-Euclidean spacetime. The same metric vectors (tetrads) are used to define both fields, so they have a common origin in geometry. This conclusion allows us to unify gravitation and electromagnetism using the concept of tetrad.

The infinitesimal area of surface is the geometrical origin of the electromagnetic field. In Euclidean three-space [1-5], the projection of the area of a parallelogram formed from the infinitesimal line elements \(dr\) and \(dr'\) on the coordinate planes \(x_i x_j\) is

\[
dA_{ij} = dx_i dx'_j - dx_j dx'_i.
\]

This is dual to the axial surface vector \(d\tilde{A}_i\):

\[
d\tilde{A}_i = \frac{1}{2} \epsilon_{ijk} dA_{jk},
\]

which is a pseudo-vector normal to the surface element. In non-Euclidean three-space, the result (2.59) becomes

\[
dA_{ij} = h_i h'_j du_i du'_j - h_j h'_i du_j du'_i,
\]
and we may define a generally covariant magnetic pseudo-vector
\[ B^i = (B^1, B^2, B^3) \]
\[ = -\frac{1}{2} \epsilon^{ijk} B^j, \quad B^j = \begin{pmatrix} 0 & -B^3 & B^2 \\ B^3 & 0 & -B^1 \\ -B^2 & B^1 & 0 \end{pmatrix} \] (2.62)
and a generally covariant electric pseudo-vector
\[ \tilde{E}^i = \frac{1}{2} \epsilon^{ijk} \tilde{E}^j, \quad \tilde{E}^j = \begin{pmatrix} 0 & -E^3 & -E^2 \\ -E^3 & 0 & E^1 \\ E^2 & -E^1 & 0 \end{pmatrix} \] (2.63)

In four dimensions in Minkowski spacetime, the infinitesimal area of surface is defined by
\[ dA^{\mu \nu} = dx^\mu dx^{\nu'}, -dx^\nu dx^{\mu'}, \] (2.64)
and the dual element of surface
\[ d\tilde{A}^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} dA_{\rho \sigma} \] (2.65)
is normal to \( dA^{\mu \nu} \):
\[ d\tilde{A}^{\mu \nu} dA_{\mu \nu} = 0. \] (2.66)
In non-Minkowski spacetime, Eq. (2.64) becomes
\[ dA^{\mu \nu} = h^\mu h^{\nu'} du^\mu du^{\nu'} - h^\nu h^{\mu'} du^\nu du^{\mu'}, \] (2.67)
and we may define the following generally covariant magnetic and electric field axial vector components:
\[ B^\mu = (0, B^i), \] (2.68)
\[ \tilde{E}^\mu = (0, \tilde{E}^i). \] (2.69)

### 2.3 Field Equation For Gravitation And Electromagnetism

Both the symmetric and antisymmetric metric tensors are built up of individual metric four vectors \( q^\mu \) in non-Euclidean spacetime. The metric vector is the inverse tetrad \( q_\mu^a \) with unwritten index \( a \) (see following chapters). It can therefore be inferred that the Einstein field equation can be constructed from the more fundamental field equation
\[ R^\mu - \frac{1}{2} R q^\mu = k T^\mu \] (2.70)
by multiplying Eq. (2.70) on both sides by \( q^\nu \). The Ricci tensor of the Einstein field equation is therefore
R_{\mu\nu} = R^\mu q^\nu, \hspace{1cm} (2.71)

the symmetric canonical energy-momentum tensor of the Einstein field equation is

T_{\mu\nu} = T^\mu q^\nu, \hspace{1cm} (2.72)

and the symmetric metric tensor of the Einstein field equation reads

q^{\mu\nu(S)} = q^\mu q^\nu \ (= q^\mu a q^\nu b \eta^{ab}). \hspace{1cm} (2.73)

Equation (2.71) is therefore an equation for the gravitational field, which is described by the field tensor

G^\mu = R^\mu - \frac{1}{2} R q^\mu, \hspace{1cm} (2.74)

where

q^\mu = (h^0, h^1, h^2, h^3) \hspace{1cm} (2.75)

is the metric vector in non-Euclidean spacetime. The Sachs field equation [8] corresponding to Eq. (2.70) is

\frac{1}{4} (\kappa_{\mu\nu} q^\nu + q^\nu \kappa_{\mu\nu}^+) + \frac{1}{8} R q_{\mu} = k T_{\mu}, \hspace{1cm} (2.76)

where \kappa_{\mu\nu} is the Sachs spin curvature tensor.

The generally covariant 4-vector \( T^\mu \) appearing in the novel equation (2.70) is the generalization to non-Minkowski spacetime of the energy-momentum 4-vector \( p^\mu \), which is covariant under the Lorentz transformation of special relativity. Consider the particular solution

\[ R^\mu = R q^\mu; \] \hspace{1cm} (2.77)

then

\[ \frac{1}{2} R q^\mu = k p^\mu \] \hspace{1cm} (2.78)

is an equation which implies that mass \( m \) is defined in general relativity by the scalar curvature \( R \):

\[ m = R q^0 / 2c^2 k. \] \hspace{1cm} (2.79)

Newton’s second law in general relativity is

\[ j^\mu = \partial p^\mu / \partial \tau, \] \hspace{1cm} (2.80)

where \( \tau \) is the proper time, and conservation of energy-momentum is expressed through the fact that \( p^\mu \) is an invariant in four-dimensional (spacetime) non-Euclidean geometry:

\[ p^\mu p_\mu = (R/2k)^2 q^\mu q_\mu. \] \hspace{1cm} (2.81)

Similarly, the generally covariant metric vector \( q^\mu \) is an invariant of non-Minkowski spacetime:
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\[ q^\mu q_\mu = h^2_0 - h^2_1 - h^2_2 - h^2_3. \]  
(2.82)

Equation (2.81) in Newton’s third law in general relativity. Newton’s law of universal gravitation (the inverse square law) is also generalized to non-Minkowski spacetime by Eq. (2.80); the inverse square dependence comes out of the fact that the scalar curvature is inversely proportional to the square of distance.

The metric 4-vector (one-form) \( q^\mu \) is dual to the wedge product \( q^\mu \wedge q^\nu \) in non-Minkowski spacetime. From this fundamental four-dimensional geometrical property, it is inferred that Eq. (2.70) is dual to the following equation between two-forms:

\[ R^\mu \wedge q^\nu - \frac{1}{2} R q^\mu \wedge q^\nu = k T^\mu \wedge q^\nu, \]  
(2.83)

which is inferred by multiplying both sides of Eq. (2.70) by the wedge in \( \wedge q^\nu \); it the antisymmetric metric is defined as

\[ q^{\mu\nu(A)} := q^\mu \wedge q^\nu, \]  
(2.84)

and antisymmetric Ricci tensor as

\[ R^{\mu\nu(A)} := R^\mu \wedge q^\nu, \]  
(2.85)

and the antisymmetric energy momentum tensor as

\[ T^{\mu\nu(A)} := T^\mu \wedge q^\nu. \]  
(2.86)

It can be inferred as follows that (2.83) is an equation of generally covariant electromagnetism, i.e., Eq. (2.83) represents a theory of electromagnetism in general relativity.

Define the antisymmetric field tensor

\[ G^{\mu\nu} = -G^{\nu\mu} := G^{(0)} \left( R^\mu \wedge q^\nu - \frac{1}{2} R q^\mu \wedge q^\nu \right). \]  
(2.87)

The antisymmetry of the tensor implies the following Jacobi identity of general relativity:

\[ D_\rho G_{\mu\nu} + D_\mu G_{\nu\rho} + D_\nu G_{\rho\mu} = 0, \]  
(2.88)

an identity which can be written equivalently as

\[ D_\mu \tilde{G}^{\mu\nu} = 0, \]  
(2.89)

where

\[ \tilde{G}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} G_{\rho\sigma} \]  
(2.90)

is the dual of \( G_{\rho\sigma} \). It follows that
\[ \tilde{G}^{\mu \nu} G_{\mu \nu} = 0 \]  

(2.91)

are invariants of general relativity.

Taking the covariant derivative of both sides of Eq. (2.83) gives

\[ D_\mu G^{\mu \nu} = G^{(0)} k D_\mu (T^\mu \wedge q^\nu). \]  

(2.92)

Define

\[ j^\nu := \mu_0 G^{(0)} k D_\mu (T^\mu \wedge q^\nu), \]  

(2.93)

where \( \mu_0 \) is the vacuum permeability, a fundamental constant of physics; then Eq. (2.92) can be rewritten as

\[ D_\mu G^{\mu \nu} = \mu_0 j^\nu. \]  

(2.94)

Equations (2.89) and (2.94) are identified as the homogeneous and inhomogeneous field equations of generally covariant electromagnetism. They have been deduced using geometry from the fundamental Eq. (2.70), which is therefore an equation both of gravitation and of electromagnetism, i.e., an equation of unified field theory.

Using the space indices \( i, j, k \), the generally covariant magnetic field tensor is

\[ B^{ij} := G^{ij}, \]  

(2.95)

and the generally covariant electric field tensor is

\[ E^{0i} := c G^{0i}. \]  

(2.96)

Considering the particular solution (2.77), the electromagnetic field tensor becomes

\[ G^{\mu \nu} = \frac{1}{2} G^{(0)} R q^\mu \wedge q^\nu \]  

(2.97)

and thus is directly proportional to the antisymmetric metric as inferred in Chap. 1. Defining

\[ E^{(0)} = c B^{(0)} := \frac{1}{2} G^{(0)} R, \]  

(2.98)

the generally covariant magnetic field tensor becomes

\[ B^{ij} = B^{(0)} q^i \wedge q^j \]  

(2.99)

and is dual to the generally covariant magnetic field pseudo-vector

\[ B^k = -B^{(0)} q^k. \]  

(2.100)

The generally covariant electric field tensor becomes

\[ \tilde{E}^{ij} = E^{(0)} \tilde{q}^i \wedge \tilde{q}^j \]  

(2.101)

and is dual to the generally covariant field vector
\bio\[ E^k = E^{(0)} q^k \] \fi

These results are summarized as follows:

\[
G^{\mu\nu} = \begin{pmatrix}
0 & -E^1 & -E^2 & -E^3 \\
E^1 & 0 & -cB^3 & cB^2 \\
E^2 & cB^3 & 0 & -cB^1 \\
E^3 & -cB^2 & cB^1 & 0
\end{pmatrix},
\]

\[
\tilde{G}^{\mu\nu} = \begin{pmatrix}
0 & -cB^1 & -cB^2 & -cB^3 \\
cB^1 & 0 & E^3 & -E^2 \\
cB^2 & -E^3 & 0 & E^1 \\
cB^3 & E^2 & -E^1 & 0
\end{pmatrix},
\]

\[
cB^k = -\frac{1}{2} \epsilon^{ijk} G_{ij}, \quad E^k = -G^{0k},
\]

\[
\tilde{E}^k = \frac{1}{2} \epsilon^{ijk} \tilde{G}_{ij}, \quad \tilde{cB}^k = -\tilde{G}^{0k},
\]

where all quantities are generally covariant. Equation (2.70) therefore leads to a generally covariant theory of electromagnetism as well as generally covariant theory of gravitation. For example, we have inferred that Eq. (2.70) gives the general relativistic equivalents of Newton’s second and third laws of dynamics and also the general relativistic equivalents of the homogeneous and inhomogeneous equations of electrodynamics, i.e., the general-relativistic equivalents of the Gauss, Faraday, Coulomb, and Ampère-Maxwell laws of electrodynamics. In electrodynamics the energy momentum 4-vector becomes

\[
T^\mu = eA^\mu,
\]

where \( e \) is the charge on the proton and \( A^\mu \) the potential 4-vector

\[
A^\mu = (A^0, A^1, A^2, A^3).
\]

Using the particular solution (2.77) for the sake of illustration, we obtain the following result from Eq. (2.104):

\[
e = Rq^0 / 2A^{(0)} k,
\]

which shows that charge \( e \) is defined in terms of scalar curvature. This result is the electromagnetic analogue of Eq. (2.79), which shows that mass \( m \) is defined in terms of scalar curvature \( R \). Equations (2.79) and (2.106) illustrate the principle of general relativity and Mach’s principle [8], i.e., that all equations of physics should be equations of general relativity.
2.4 Parity Violating Fields: Comparison With The Sachs Theory

It is well known that parity-violating fields exist in nature, notably the weak field [1-5,7,8]. Equation (2.70) implies that there may exist parity-violating fields generated by the effect of the parity operator on the metric vector:

\[ q_\mu^+ := (h_0, h_1^+, h_2^+, h_3^+) \rightarrow q_\mu^- := (h_0, -h_1^-, -h_2^-, -h_3^-). \]  

(2.107)

It follows that

\[ q_\mu^+ q_\mu^- = h_0^2 - h_1^+ h_1^- - h_2^+ h_2^- - h_3^+ h_3^- \]  

(2.108)

is generally covariant and is also invariant under parity symmetry. If there is parity violation, Eq. (2.70) becomes two distinct field equations which can be generated from each other by the parity reversal operator \( \hat{p} \), defined by [1-5], \( r \rightarrow -r, p \rightarrow -p \), where \( r \) is position and \( p \) is momentum. The two equations are denoted by \( + \) and \( - \) subscripts:

\[ R_\mu^+ - \frac{1}{2} R q_\mu^+ = k T_\mu^+, \]  

(2.109)

\[ R_\mu^- - \frac{1}{2} R q_\mu^- = k T_\mu^-. \]  

(2.110)

The difference of these two equations is a parity-violating field equation

\[ (R_\mu^+ - R_\mu^-) - \frac{R}{2}(q_\mu^+ - q_\mu^-) = k(T_\mu^+ - T_\mu^-). \]  

(2.111)

We may now postulate the existence of a parity-violating field, described by the symmetric metric

\[ \gamma^{\mu\nu(S)} := (R_\mu^+ - R_\mu^-) q_\nu^- - \frac{R}{2}(q_\mu^+ - q_\mu^-) q_\nu^- \]  

(2.112)

and a parity-violating field described by the antisymmetric metric

\[ \gamma^{\mu\nu(A)} := \gamma^{(0)} \left( (R_\mu^+ - R_\mu^-) \wedge q_\nu^- - \frac{R}{2}(q_\mu^+ - q_\mu^-) \wedge q_\nu^- \right) \]  

(2.113)

The \( \gamma^{\mu\nu(A)} \) field can be expressed through the following homogeneous and inhomogeneous field equations:

\[ D_\mu \gamma^{\mu\nu(A)} = 0, \]  

(2.114)

\[ D_\mu \gamma^{\mu\nu(A)} = \mu_0 j^\nu; \]  

(2.115)

and it may be postulated that this is the well-known parity-violating weak field [1-5,7]. The weak field is described through Eq. (2.114) and (2.115) by using an internal SU(2) symmetry gauge group, where there is a two-to-one
mapping of the elements of SU(2) onto O(3). The three internal indices of the
weak field denote the three parity-violating, massive weak-field bosons. The
latter acquire mass by symmetry breaking with the Higgs mechanism [1-5,7],
and we will consider this mechanism in more detail later in this book. So, the
equations of the weak field are three gauge equations of the type (2.113), one
for each weak field boson. The weak field is therefore

\[ \gamma^{\mu\nu}(A) = \gamma^{(0)} \left( (R^\mu_\nu - R^\nu_\mu) \wedge q^\mu_\pm - \frac{R}{2} (q^\mu_+ - q^\mu_-) \wedge q^\mu_\pm \right), \]  

(2.116)

where \( \gamma^{(0)} \) is a coefficient akin to \( G^{(0)} \) for the O(3) electromagnetic field. It can
be inferred that the weak field is closely related to the O(3) electromagnetic
field, for which the internal indices (1),(2),(3) denote states of circular polar-
ization. Therefore, the weak field can be thought of as the parity-violating
part of the O(3) electromagnetic field [1-5].

The effect of parity on the field equation (2.109) is to generate the parity-
reversed matter field described by Eq. (2.110). This parity-reversed matter
field is the field of antimatter, which was first predicted by the Dirac equation
[7] of special-relativistic quantum field theory. The parity-violating field equa-
tion with symmetric metric, Eq. (2.112), may therefore be thought of as the
gravitational field equation describing the well-known parity-violating matter
that exists in nature [9].

If we define the motion reversal operator \( \hat{T} \) by the operations \( r \rightarrow r, p \rightarrow -p \), then it is known that there exist \( \hat{T} \) violating fields in nature [9]. If so, the
operator \( \hat{T} \) generates two distinct equations from Eq. (2.70), equations inter-
convertible by \( \hat{T} \). The \( \hat{T} \) violating field equation from Eq. (2.70) is therefore a
difference of these \( \hat{T} \) violating equations, and describes the \( \hat{T} \) violating fields
of nature. Lastly, there may also exist \( \hat{C} \) violating fields, where \( \hat{C} \) is the charge
conjugation operator defined by charge reversal.

Sachs [8] has developed a theory of antisymmetrized general relativity
which is a special case of Eq. (2.70), and which is more complicated in struc-
ture. The Sachs theory is also based on a metric vector, but this is a 16-
component vector in Clifford algebra, i.e., a 4-component vector each of whose
components is described with a \( 2 \times 2 \) matrix of Clifford algebra. In the flat
spacetime limit, these matrices become the four Pauli matrices. Therefore,
the metric vector of the Sachs theory is obtained from Eq. (2.41) by choosing
the basis to be a Clifford algebraic basis in non-Minkowski spacetime. Equa-
tion (2.41) is true for all well-defined bases in non-Minkowski spacetime and
therefore generalizes Sachs’s theory.

The Sachs theory is based on the following distinction between the line
element \( ds_+ \) and parity-reversed line element \( ds_- \):

\[ ds_+ = q^\mu_+ dx_\mu, \]  

(2.117)

\[ ds_- = q^\mu_- dx_\mu. \]  

(2.118)
This distinction leads to the symmetric metric defined by the symmetric product of 16-valued metric vectors in the Clifford algebraic basis,
\[
  ds_+ ds_- = -\frac{1}{2} (q^\mu_+ q^\nu_- + q^\nu_+ q^\mu_-) dx_\mu dx_\nu = \sigma^0 g^{\mu\nu} dx_\mu dx_\nu, \tag{2.119}
\]
and to the two field equations
\[
  \frac{1}{4} (\kappa_{\rho\lambda} q^\lambda_+ + q^\lambda_+ \kappa_{\rho\lambda}^T) + \frac{1}{8} R q^\rho_+ = k T^\rho_+, \tag{2.120}
\]
\[
  -\frac{1}{4} (\kappa_{\rho\lambda} q^\lambda_- + q^\lambda_- \kappa_{\rho\lambda}) + \frac{1}{8} R q^\rho_- = k T^\rho_. \tag{2.121}
\]
Here \(\kappa_{\rho\lambda}\) is the curvature tensor generated from the Riemann curvature tensor through
\[
  \kappa_{\rho\lambda} = R_{\kappa\mu\rho\lambda} q^\kappa_+, \tag{2.122}
\]
and \(\sigma^+\) denotes the zero'th Pauli matrix
\[
  \sigma^0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{2.123}
\]
Sachs therefore does not use the concept of an antisymmetric metric, and the two field equations (2.120) and (2.121) do not lead back to the Einstein field equation. Equation (2.70), on the other hand, is based on the 4-valued metric vector in any non-Euclidean spacetime and in any basis, and Eq. (2.70) leads straightforwardly back to the Einstein field equation, while also straightforwardly generating the equations of electromagnetism. Equation (2.70) contains more information than the Einstein field equation because the latter may be derived from Eq. (2.70) and because Eq. (2.70) describes both gravitation and electromagnetism.

The Sachs theory also generates the equations of gravitation and electromagnetism, but in a considerably more complicated way. The Sachs gravitational field equation reads
\[
  \frac{1}{2} \left( \kappa_{\rho\lambda} q^\lambda_+ q^-_\gamma - q^\lambda_+ q^-_\gamma \kappa_{\rho\lambda} + q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma - q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma \right) + \frac{1}{4} (q^\rho_+ q^-_\gamma + q^\rho_+ q^-_\gamma) = 2k (T^\rho_+ q^-_\gamma + q^\rho_+ T^-_\gamma), \tag{2.124}
\]
and his electromagnetic field equations are
\[
  \frac{1}{2} \left( \kappa_{\rho\lambda} q^\lambda_+ q^-_\gamma + q^\lambda_+ q^-_\gamma \kappa_{\rho\lambda} + q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma + q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma \right) + \frac{1}{4} (q^\rho_+ q^-_\gamma - q^\rho_+ q^-_\gamma) = 2k (T^\rho_+ q^-_\gamma - q^\rho_+ T^-_\gamma), \tag{2.125}
\]
where the electromagnetic field tensor is defined as
\[
  G_{\rho\lambda} := \frac{G^{(0)}(\kappa_{\rho\lambda} q^\lambda_+ q^-_\gamma + q^\lambda_+ \kappa_{\rho\lambda} q^-_\gamma + q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma + q^\lambda_+ \kappa_{\rho\lambda}^T q^-_\gamma)}{2} \tag{2.126}
\]
$$}

$$}
and the 4-current density is

\[ j_\gamma = (G^{(0)k}/\mu_0)(T_{\rho+}^\rho q_\gamma - q_\gamma^2 T_{\rho-}^\rho). \]  

(2.127)

Therefore, by Ockham’s Razor we choose the simpler and the more general of these generally covariant unified field theories, i.e., Eq. (2.70).

There are important concepts shared by both the Sachs theory and Eq. (2.70), notably the concepts of metric vector \( q^\mu \) and canonical energy-momentum vector \( T^\mu \). However, the concept of curvature vector \( R^\mu \) in Eq. (2.70) does not appear directly in the Sachs theory, in which it is represented by

\[ R_\rho = \frac{1}{4}(\kappa_\rho\lambda q^\lambda + q^\lambda_\lambda(q_\rho\lambda)). \]  

(2.128)

Both theories are generally covariant, classical, unified field theories of gravitation and electromagnetism and both infer the existence of the \( B^{(3)} \) field and \( O(3) \) electrodynamics. However, \( O(3) \) electrodynamics emerges straightforwardly from Eq. (2.70) by multiplying it on both sides by the wedge \( \wedge q^\nu \), while the derivation of the non-Abelian gauge field structure of Sachs’s theory is a considerably more complicated problem. Both classical field theories are based on the philosophy of general covariance, i.e., that all theories of physics should be generally covariant by the principle of general relativity and the Mach principle. The special relativistic form of the Sachs theory has met with considerable success [8] in describing a range of phenomena in physics, and this augurs well for the simpler and more powerful Eq. (2.70) in general relativity. One advantage of Eq. (2.70) over Sachs’s theory is that Eq. (2.70) produces the Einstein field equation (1.29), which is a well accepted theory of covariant gravitational theory and cosmology. Another advantage is that Eq. (2.70) produces \( O(3) \) electrodynamics straightforwardly through duality in differential geometry, i.e., through the well-developed theory of forms [7].

A third advantage of Eq. (2.70) is the introduction into field theory of the curvature 4-vector \( R^\mu \) defined by

\[ R^\mu = (1/h^4)Rq^\mu, \]  

(2.129)

where

\[ h^4 = (h^2_0 - h^2_1 - h^2_2 - h^2_3)^2. \]  

(2.130)

If we multiply Eq. (2.129) by \( h^2 q_{\mu\nu} \), we obtain

\[ R = h^2 q^\mu R_{\mu} = q^{\mu\nu(S)} R_{\mu\nu}^{(S)}, \]  

(2.131)

which is the usual definition of the scalar curvature \( R \) in Riemann geometry from the symmetric metric tensor \( q^{\mu\nu(S)} \) and symmetric Ricci tensor \( R_{\mu\nu}^{(S)} \). Use of Eqs. (2.129) in Eq. (2.70) gives the simple but powerful unified field equation

\[ T^\mu = \alpha q^\mu, \]  

(2.132)
where the proportionality coefficient is defined by
\[
\alpha := \frac{R}{k} \left( \frac{1}{h^4} - \frac{1}{2} \right).
\] (2.133)

On the unit hypersphere
\[
h^2_0 - h^2_1 - h^2_2 - h^2_3 = 1,
\] (2.134)

Eq. (2.70) assumes the simple form
\[
T^\mu = \left( \frac{R}{2k} \right) q^\mu.
\] (2.135)

This result shows that in the generally covariant unified field theory of gravitation and electromagnetism, the canonical energy momentum vector is proportional to the metric 4-vector. We can surmise at this stage that, in generally covariant grand unified field theory, the same is also true for the weak and strong fields, which are also described by an equation of the type (2.70), or the simplified (2.135) for the special case of the unit hyper-sphere.

We are now in a position to simplify the traditional derivation of Newtonian gravitation from Einstein’s general relativity by considering Eq. (2.70). We already know the Eq. (2.70) gives Newtonian gravitation as a limit of the Einstein field equation, which can be obtained from Eq. (2.70) by multiplication on both sides by \( q^{\nu} \). However, by deriving Newton’s gravitational field equation directly from Eq. (2.70), we can show that the latter equation is in its own right a generally covariant equation of gravitation that is simpler in structure than the Einstein field equation.

### 2.5 The Field Equation (2.70) As An Eigenequation Or Wave Equation

The simplest form of Einstein’s field equation [10] is the equation relating the scalar curvature \( R \) to the scalar quantity \( T \) defined by
\[
R := -kT.
\] (2.136)

This equation is obtained [10] from Eq. (1.29) on multiplying both sides by \( q^{\mu\nu(S)} \) and using the result
\[
q^{\mu\nu(S)} q_{\mu\nu}^{(S)} = 4,
\] (2.137)

which is in turn a consequence of the relation [11] between the metric \( q^{\mu\nu(S)} \) and the inverse metric \( q^{\mu\nu(S)} \):
\[
q^{\mu\nu(S)} q^{(S)}_{\mu\rho} = \delta_{\mu}^{\rho}.
\] (2.138)
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Here $\delta_\mu^\rho$ is the Kronecker delta in four dimensions:

$$\delta_\mu^\rho = \begin{cases} 1, & \mu = \rho, \\ 0, & \mu \neq \rho. \end{cases}$$  (2.139)

Now, multiply both sides of Eq. (2.136) by the metric vector $q_{\mu}$ to obtain Eq. (2.70) in the form of an eigenequation or wave equation:

$$\Box q_{\mu} = R q_{\mu} = -k T q_{\mu},$$  (2.140)

where $q_{\mu}$ plays the role of an eigenfunction. From the definitions [10]:

$$R := q_{\mu\nu}^{(S)} R_{\mu\nu},$$  (2.141)

$$T := q_{\mu\nu}^{(S)} T_{\mu\nu},$$  (2.142)

we obtain

$$R = q^{\alpha}_{\mu} q^{\alpha}_{\nu} R_{\mu\nu} = q^{\alpha}_{\mu} q^{\alpha}_{\nu} R_{\mu\nu},$$  (2.143)

$$T = q^{\alpha}_{\mu} q^{\alpha}_{\nu} T_{\mu\nu} = q^{\alpha}_{\mu} q^{\alpha}_{\nu} T_{\mu\nu}.$$  (2.144)

Using $\mu = \rho$ in the geometrical definition (2.138), one gets

$$q^{\mu\nu} q^{(S)}_{\mu\nu} = \begin{cases} \delta_\mu^\rho = \delta_0^0 + \delta_1^1 + \delta_2^2 + \delta_3^3 = 4, \\ q^{\mu}_{\nu} q^{\nu}_{\mu} = (q^{\mu}_{\mu})^2, \end{cases}$$  (2.145)

so

$$q^{\mu}_{\mu} = \pm 2.$$  (2.146)

In the flat spacetime limit, it is known that

$$q^{\mu}_{\mu} \to -2,$$  (2.147)

because, in this limit,

$$q^{\mu} \to (1, 1, 1, 1), \quad q_{\mu} \to (1, -1, -1, -1).$$  (2.148)

Therefore, we obtain the following equation, which is valid for all non-Minkowskian spacetimes:

$$q^{\mu}_{\mu} = -2.$$  (2.149)

This is a geometrical relation between the metric vector $q_{\mu}$ and the inverse metric vector $q^{\mu}$.

Therefore, in Eq. (2.133):

$$h^4 = g^{\mu\nu} q^{(S)}_{\mu\nu} = 4,$$  (2.150)

giving Eq. (2.70) in the form

$$R q^{\mu} = -4 k T^{\mu}.$$  (2.151)
To check this derivation for self-consistency, use Eqs. (2.138), (2.144), and (2.149) to find
\[ R_\mu = \frac{1}{4} Rq_\mu, \]  
(2.152)
and
\[ T_\mu = \frac{1}{4} Tq_\mu; \]  
(2.153)
so
\[ R_\mu = -k T_\mu. \]  
(2.154)
This is another form of the unified field Eq. (2.70). Add \(-\frac{1}{2} Rq_\mu\) to either side of Eq. (2.154) to obtain Eq. (2.70) self-consistently:
\[ R_\mu - \frac{1}{2} Rq_\mu = -\frac{1}{4} Rq_\mu = \frac{k}{4} Tq_\mu = k T_\mu. \]  
(2.155)

The eigenequation (2.140) can be written as
\[ (\Box + kT)q_\mu = 0, \]  
(2.156)
and it can be seen that it is similar in structure to fundamental eigenequations of physics in the flat spacetime limit, for example the single-particle wave equation [7]:
\[ (\Box + m^2c^2/\hbar^2) \phi = 0. \]  
(2.157)
Here \(\phi\) is a scalar field, \(\Box\) the d’Alembertian operator, \(\hbar\) the Dirac constant \(\hbar/2\pi\), and \(m\) is the particle mass. It is well known [7] that Eq. (2.157) becomes the Klein-Gordon equation after quantization. Equation (2.157) is obtained from the Einstein equation of special relativity,
\[ p_\mu p_\mu - m^2c^2 = 0, \]  
(2.158)
on using the famous [7] operator definition of wave-mechanics,
\[ p_\mu = i\hbar \partial^\mu. \]  
(2.159)
The non-relativistic limit of the Klein-Gordon equation is the Schrödinger equation
\[ \frac{\hbar^2}{2m} \nabla^2 \phi = -i\hbar \frac{\partial \phi}{\partial t}, \]  
(2.160)
and the non-relativistic limit of the Einstein equation of special relativity is Newton’s equation [7]
\[ En = \frac{p^2}{2m} = \frac{1}{2}mv^2. \]  
(2.161)
The Dirac equation of relativistic quantum mechanics is obtained on using Clifford algebra [7] and can be written in the form
\[ (\Box + m^2c^2/\hbar^2) \psi = 0, \]  
(2.162)
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where $\psi$ is a spinor. Finally the Proca equation of quantum electrodynamics is

$$ (\Box + m_0^2 c^2 / \hbar^2) A_\mu = 0, $$

(2.163)

where $m_0$ is the mass of the photon and where $A_\mu$ is the 4-potential of electrodynamics. The d’Alembert equation of electrodynamics is

$$ \Box A_\mu = -(1/\varepsilon_0) j_\mu, $$

(2.164)

where $j^\mu$ is the 4-current defined by Eq. (2.94). The d’Alembert equation also becomes an eigenequation if the 4-current is defined in terms of the potential 4-vector

$$ j_\mu = \varepsilon_0 (m^2 c^2 / \hbar^2) A_\mu. $$

(2.165)

The non-relativistic limit of the d’Alembert equation is the Poisson equation of electrodynamics:

$$ -\Box A_0 \rightarrow \nabla^2 A_0 = -1/\varepsilon_0 \rho = -1/\varepsilon_0 j_0. $$

(2.166)

The Poisson equation of non-relativistic classical dynamics is [11]

$$ -\Box \Phi \rightarrow \nabla^2 \Phi = 4\pi G \rho, \quad \Phi = -GM/r, $$

(2.167)

where $G$ is Newton’s gravitational constant, related to the Einstein constant $k$ by

$$ k = 8\pi G / c^2. $$

(2.168)

The relativistic generalization of the Poisson equation in the flat spacetime limit is also an eigenequation which can be written in the form

$$ (\Box + m^2 c^2 / \hbar^2) \Phi = 0, \quad \Phi = 4\pi h^2 G \rho / m^2 c^2. $$

(2.169)

Therefore many of the fundamental equations of physics are eigenequations in the flat spacetime limit, and it is demonstrated as follows that they can all be obtained from the fundamental eigenequation (2.156).

The eigenequation (2.156) is an equation of non-Minkowskian spacetime, where the metric vector $q_\mu$ is the eigenfunction. To obtain the flat spacetime limit of Eq. (2.156), consider the equation of metric compatibility in geometry [11]:

$$ D_\rho q_{\mu\nu}^{(s)} = D_\rho q^{\mu\nu(S)} = 0. $$

(2.170)

Using the definition of the symmetric metric

$$ q_{\mu\nu}^{(S)} = q_\mu q_\nu, $$

(2.171)

$$ q^{\mu\nu(S)} = q^\mu q^\nu, $$

(2.172)

the equation of metric compatibility becomes
where the Leibnitz rule has been used for the covariant derivative [11]:

\[ D(T \otimes S) = (DT) \otimes S + T \otimes (DS). \]  

(2.174)

Multiply both sides of Eq. (2.173) by \( q_\nu \), to obtain

\[ -2D_\rho q_\mu + q_\mu q^\nu D_\rho q_\nu = 0. \]  

(2.175)

Now multiply both sides of this equation by \( q^\mu q_\nu \):

\[ q^\mu q_\nu D_\rho q_\mu = 2D_\rho q_\nu. \]  

(2.176)

Similarly, it can be shown that

\[ q^\nu q_\mu D_\rho q_\nu = 2D_\rho q_\mu. \]  

(2.177)

When \( \mu = \nu \), these equations become

\[ D_\rho q_\mu = -D_\rho q_\mu, \]  

(2.178)

whose only solution is

\[ D_\rho q_\mu = 0. \]  

(2.179)

Recall that \( q_\mu \) is the tetrad \( q^a_\mu \) with unwritten index \( a \), and \( q^\mu \) is the inverse tetrad \( q^\mu_a \). Equations (2.179) and (2.180) are the tetrad postulate of differential geometry [11]. When \( \mu \) is not equal to \( \nu \), Eq. (2.179) is also a solution of the metric compatibility Eq. (2.173).

Equation (2.179) is the equation of metric compatibility for the metric vector \( q_\mu \). The equation of metric compatibility for the inverse metric vector follows from Eq. (2.172):

\[ D_\rho q^\mu = 0. \]  

(2.180)

The equation of metric compatibility for the symmetric metric tensor, Eq. (1.173), is used in Riemann geometry [11] to give the famous unique relation between \( q^{\mu \nu(S)} \) and the Christoffel symbol:

\[ \Gamma^\rho_{\mu \alpha} = \frac{1}{2} q^{\rho \lambda(S)} \left( \partial_\mu q_{\lambda \alpha}^{(S)} + \partial_\alpha q_{\mu \lambda}^{(S)} - \partial_\lambda q_{\alpha \mu}^{(S)} \right). \]  

(2.181)

The equation of metric compatibility for \( q^\mu \), written out in terms of the Christoffel symbol, is

\[ D_\nu q^\mu = \partial_\nu q^\mu + \Gamma^\mu_{\lambda \nu} q^\lambda = 0. \]  

(2.182)

Multiplication of both sides of this equation by \( q_\lambda \) gives

\[ q_\lambda D_\nu q^\mu = q_\lambda \partial_\nu q^\mu + q_\lambda q^\lambda \Gamma^\mu_{\lambda \nu} = 0; \]  

(2.183)
and using Eq. (2.149) gives a new and fundamental definition of the Christoffel symbol in terms of the metric vector:

$$\Gamma^\mu_{\lambda\nu} = \frac{1}{2} q_\lambda \partial_\nu q^\mu. \quad (2.184)$$

On comparing Eqs. (2.181) and (2.184), it can be seen that the link between the Christoffel symbol and the metric vector \( q_\nu \) is much simpler than the link between the Christoffel symbol and the metric tensor. Furthermore, Eq. (2.184) has been derived without any assumptions about \( q_\nu \), which can be a polar or axial four-vector. By contrast, the famous Eq. (2.181), on which rests Einstein’s theory of general relativity [10], is derived with the little known but restrictive assumption that the metric tensor be torsion-free [11]. This means that the Christoffel symbol in the generally covariant theory of gravitation is assumed to be symmetric in its lower two indices:

$$\Gamma^\mu_{\rho\alpha} = \Gamma^\mu_{\alpha\rho}. \quad (2.185)$$

In the flat spacetime limit, Eq. (2.182) becomes

$$\partial_\nu q^\mu = 0, \quad (2.186)$$

a geometrical result which means that objects in flat spacetime move in a straight line. Equation (2.186) is also Newton’s first law in classical, non-relativistic, flat spacetime dynamics, a law which states that objects move in a straight line in vacuum, i.e., unless acted upon by an external force. In general relativity the concept of force is replaced by the concept of curvature in non-Minkowski spacetime [11], and so the vacuum is defined as flat spacetime. Differentiating Eq. (2.186) gives

$$\Box q^\mu = \partial^\nu (\partial_\nu q^\mu) = 0 \quad (2.187)$$

in the flat spacetime limit, where we have used the rule [12]

$$\Box := \partial^\nu \partial_\nu, \quad (2.188)$$

defining the d’Alembertian operator \( \Box \) in flat spacetime. (The d’Alembertian in non-Minkowski spacetime is [11] \( D^\mu D_\mu = \Box + R \).)

The field equation (2.140) in vacuum is obtained when the canonical energy-momentum vector \( T_\mu \) vanishes identically:

$$T_\mu q^\mu = 0, \quad (2.189)$$

and this is an equation of flat spacetime. Comparing Eqs. (2.189) and (2.187) gives an operator equivalence between \( R \) and \( \Box \) comparable with the famous operator equivalence that produces wave mechanics (Eq. (2.159)):

$$Rq_\mu = \Box q_\mu. \quad (2.190)$$
Therefore the eigenequation (2.140) becomes the wave equation

\[ \Box q_\mu = 0 \]  

in vacuum. Equation (2.191) is identically true if \( T_\mu \) is identically zero, because \( R \) in vacuum is identically zero and \( q_\mu = (1, -1, -1, -1) \). Using the equivalence (2.159), it can be seen that the d’Alembertian also vanishes if energy-momentum \( (p_\mu = V T_\mu \), where \( V \) has the units of volume) vanishes identically, because

\[ p^\mu p_\mu = -\hbar^2 \partial^\mu \partial_\mu = -\hbar^2 \Box = 0. \]  

(2.192)

However, if \( T_\mu \) vanished identically, the universe would be devoid of matter, so the asymptotic approach to flat spacetime must be considered. This is the weak-field limit of general relativity [10], first developed by Einstein and described in hundreds of textbooks. In this limit,

\[ T_\mu \to T_0 = mc^2 / V_0, \]  

(2.193)
i.e., the rest energy is much larger than the other terms, and the curvature \( R \) approaches \((mc/\hbar)^2\) asymptotically. Therefore, Eq. (2.140) in this limit becomes

\[ (\Box + km/V_0) q_\mu = 0, \]  

(2.194)
and we can see the great equations of physics beginning to emerge from Eq. (2.140). The metric vector in the weak-field limit is expanded in the Maclaurin series

\[ q_\mu = \epsilon_\mu + \frac{1}{2} \gamma_\mu + \ldots, \]  

(2.195)
where

\[ \epsilon_\mu = (1, -1, -1, -1) \]  

(2.196)
and where \( \gamma_\mu \ll \epsilon_\mu \). The inverse metric vector \( q^\mu \) is given by Eq. (2.195) as

\[ q^\mu = \epsilon^\mu - \frac{1}{2} \gamma^\mu + \ldots \]  

(2.197)
Therefore, the wave equations of physics are given by Eq. (2.194) in the weak-field limit:

\[ (\Box + km/V_0) \gamma_\mu = 0. \]  

(2.198)

It can be seen that the metric perturbation \( \gamma_\mu \) “plays the role” of the scalar field in the Klein-Gordon and Schrödinger equations, the spinor in the Dirac equation, and so on.
References

Part II

Developed Theory
A Generally Covariant Field Equation For Gravitation And Electromagnetism

Summary. A generally covariant field equation is developed for gravitation and electromagnetism by considering the metric vector $q^\mu$ in curvilinear, non-Euclidean space-time. The field equation is:

$$R^\mu - \frac{1}{2} R q^\mu = k T^\mu$$  \hspace{1cm} (3.1)

where $T^\mu$ is the canonical energy-momentum four-vector, $k$ the Einstein’s constant, $R^\mu$ is the curvature four-vector, and $R$ the Riemann scalar curvature. It is shown that eqn. (3.1) can be written as:

$$R^\mu = \alpha q^\mu,$$ \hspace{1cm} (3.2)

where $\alpha$ is a coefficient defined in terms of $R$, $k$, and the scale factors of the curvilinear coordinate system. Gravitation is described from eqn. (3.2) through the Einstein’s field equation, which is recovered by multiplying both sides of eqn. (3.2) by $q^\mu$. Generally covariant electromagnetism is described from eqn. (3.2) by multiplying it on both sides by the wedge $\wedge q^\nu$. Therefore gravitation is described by the symmetric metric $q^\mu q^\nu$ and electromagnetism by the anti-symmetric metric defined by the wedge product $q^\mu \wedge q^\nu$.

Key words: Generally covariant field equation for gravitation and electromagnetism, O(3) electrodynamics, $B^{(3)}$ field.

3.1 Introduction

The Principle of General Relativity states that every theory of physics should be generally covariant, i.e., retain its form under the general coordinate transformation in non-Euclidean space-time defined by any well-defined set of curvilinear coordinates [1]. This is a well known and accepted principle, [2], so a unified field theory should also be generally covariant. At present however, only one out of the four known fields of nature: gravitational, electromagnetic, weak and strong, is described by a generally covariant field equation, the Einstein’s field equation of gravitation:
Here \( q^{\mu\nu}(S) \) is the symmetric metric tensor, \( R^{\mu\nu}(S) \) the symmetric Ricci tensor defined in Riemann geometry, \( R \) the scalar curvature, \( k \) the Einstein’s constant and \( T^{\mu\nu}(S) \) the symmetric canonical energy-momentum tensor.

In this Letter a generally covariant field equation for gravitation and electromagnetism is inferred through fundamental geometry: in non-Euclidean space-time the existence of a symmetric metric tensor \( q^{\mu\nu}(S) \) implies the existence of an anti-symmetric metric tensor \( q^{\mu\nu}(A) \). The former is defined by the line element \( ds^2 \) formed from the square of the arc length and the latter by the area element \( dA \). In differential geometry the one-form \( ds^2 \) is dual to the two-form \( dA \). The symmetric metric tensor is defined by the symmetric tensor product of two metric four-vectors:

\[
q^{\mu\nu}(S) = q^{\mu} q^{\nu} \tag{3.4}
\]

and the anti-symmetric metric tensor by the wedge product:

\[
q^{\mu\nu}(A) = q^{\mu} \wedge q^{\nu} \tag{3.5}
\]

where the metric four-vector is:

\[
q^{\nu} = (h^0, h^1, h^2, h^3) \tag{3.6}
\]

Here \( h^i \) are the scale factors of the generally covariant curvilinear coordinate system defining non-Euclidean space-time. Therefore both types of metric tensor are defined by the metric vector \( q^{\mu} \). From this result of geometry it is inferred that if gravitation be identified through \( q^{\mu\nu}(S) \), through the well known eqn. \((3.3)\), then electromagnetism is identified through \( q^{\mu\nu}(A) \). This inference is developed in Section 3.3 into a generally covariant field equation of gravitation and electromagnetism, an equation written in terms of the metric four-vector \( q^{\mu} \), which is at the root of both gravitation and electromagnetism. The following section defines the fundamental geometrical concepts needed for the field equation inferred in Section 3.3.

### 3.2 Fundamental Geometrical Concepts

Restrict attention initially to three non-Euclidean space dimensions. The set of curvilinear coordinates is defined as \((u_1, u_2, u_3)\), where the functions are single valued and continuously differentiable, and where there is a one to one relation between \((u_1, u_2, u_3)\) and the Cartesian coordinates. The position vector is \( r(u_1, u_2, u_3) \), and the arc length is the modulus of the infinitesimal displacement vector:

\[
ds = |dr| = \left| \frac{\partial r}{\partial u_1} du_1 + \frac{\partial r}{\partial u_2} du_2 + \frac{\partial r}{\partial u_3} du_3. \right| \tag{3.7}
\]
The metric coefficients are $\frac{\partial r}{\partial u^i}$, and the scale factors are:

$$h_i = \left| \frac{\partial r}{\partial u_i} \right| .$$

The unit vectors are

$$e_i = \frac{1}{h_i} \frac{\partial r}{\partial u_i}$$

and form the O(3) symmetry cyclic relations:

$$e_1 \times e_2 = e_3, \quad e_2 \times e_3 = e_1, \quad e_3 \times e_1 = e_2,$$

(3.10)

where O(3) is the rotation group of three dimensional space [3-8]. The curvilinear coordinates are orthogonal if:

$$e_1 \cdot e_2 = 0, \quad e_2 \cdot e_3 = 0, \quad e_3 \cdot e_1 = 0.$$

(3.11)

The symmetric metric tensor is then defined through the line element, a one form of differential geometry:

$$\omega_1 = ds^2 = q^{ij(S)} du_i du_j,$$

(3.12)

and the anti-symmetric metric tensor through the area element, a two form of differential geometry:

$$\omega_2 = dA = -\frac{1}{2} q^{ij(A)} du_i \wedge du_j.$$

(3.13)

These results generalize as follows to the four dimensions of any non-Euclidean space-time:

$$\omega_1 = ds^2 = q^{\mu\nu(S)} du_\mu du_\nu,$$

$$\omega_2 = * \omega_1 = dA = -\frac{1}{2} q^{\mu\nu(A)} du_\mu \wedge du_\nu.$$

(3.14)

(3.15)

In differential geometry the element $du_\sigma$ is dual to the wedge product $du_\mu \wedge du_\nu$.

The symmetric metric tensor is:

$$q^{\mu\nu(S)} = \begin{bmatrix} h_0^2 & h_0 h_1 & h_0 h_2 & h_0 h_3 \\ h_1 h_0 & h_1^2 & h_1 h_2 & h_1 h_3 \\ h_2 h_0 & h_2 h_1 & h_2^2 & h_2 h_3 \\ h_3 h_0 & h_3 h_1 & h_3 h_2 & h_3^2 \end{bmatrix},$$

(3.16)

and the anti-symmetric metric tensor is:

$$q^{\mu\nu(A)} = \begin{bmatrix} 0 & -h_0 h_1 & -h_0 h_2 & -h_0 h_3 \\ h_1 h_0 & 0 & -h_1 h_2 & h_1 h_3 \\ h_2 h_0 & h_2 h_1 & 0 & -h_2 h_3 \\ h_3 h_0 & -h_3 h_1 & h_3 h_2 & 0 \end{bmatrix}$$

(3.17)
3.3 The Generally Covariant Field Equation

It has been shown that both the symmetric and anti-symmetric metric can be built up of individual metric four vectors $q^\mu$ in any non-Euclidean space-time, including the Riemannian space-time used in eqn. (3.3). It can therefore be inferred that the Einstein’s field equation (3.3) can be built up from the generally covariant field equation:

$$R^\mu - \frac{1}{2} R q^\mu = k T^\mu$$  \hspace{1cm} (3.18)

Eqn. (3.3) is recovered from eqn. (3.18) by multiplying both sides of the latter by the metric four vector $q^\nu$. We may therefore define the familiar symmetric tensors appearing in the Einstein’s field equation of gravitation as follows:

$$R^{\mu\nu(S)} = R^\mu q^\nu,$$  \hspace{1cm} (3.19)

$$q^{\mu\nu(S)} = q^\mu q^\nu,$$  \hspace{1cm} (3.20)

$$T^{\mu\nu(S)} = T^\mu q^\nu,$$  \hspace{1cm} (3.21)

in terms of the more fundamental four vectors $R^\mu$, $q^\mu$, and $T^\mu$.

Eqn. (3.18) gives the generally covariant form of Newton’s second law:

$$f^\mu = \frac{\partial T^\mu}{\partial \tau},$$  \hspace{1cm} (3.22)

where $f^\mu$ is a force four-vector and $\tau$ the proper time. Newton’s third Law, and the Noether’s Theorem (conservation of energy-momentum) is expressed through the invariant:

$$T^\mu T_\mu = \text{constant},$$  \hspace{1cm} (3.23)

and Newton’s Law of universal gravitation in generally covariant form is given from eqn. (3.1) by:

$$f^\mu = \frac{1}{k} \frac{\partial G^\mu}{\partial \tau}, \quad G^\mu := R^\mu - \frac{1}{2} R q^\mu.$$  \hspace{1cm} (3.24)

The results of generally covariant gravitational theory are also given by equation (3.18) because it is the basis of Einstein’s field equation (3.3).

We have argued that the metric four vector $q^\nu$ is dual to the wedge product $q^\mu \wedge q^\nu$. From this fundamental result in differential geometry [8] it follows that the Einstein’s field equation is dual to the following equation between two forms:

$$R^\mu \wedge q^\nu - \frac{1}{2} R q^\mu \wedge q^\nu = k T^\mu \wedge q^\nu,$$  \hspace{1cm} (3.25)

an equation which is derived by multiplying both sides of eqn. (3.18) by the wedge $\wedge q^\nu$ and in which appear the anti-symmetric Ricci tensor, anti-symmetric metric, and anti-symmetric energy-momentum tensor, respectively defined as follows:
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\[ R^{\mu\nu}(A) = R^\mu \wedge q^\nu, \quad (3.26) \]
\[ q^{\mu\nu}(A) = q^\mu \wedge q^\nu, \quad (3.27) \]
\[ T^{\mu\nu}(A) = T^\mu \wedge q^\nu. \quad (3.28) \]

Define the following anti-symmetric field tensor:

\[ G^{\mu\nu}(A) = G^{(0)} \left( R^{\mu\nu}(A) - \frac{1}{2} R q^{\mu\nu}(A) \right). \quad (3.29) \]

The anti-symmetry of the tensor implies the following Jacobi identity of non-Euclidean space-time [3-8]:

\[ D_\rho G_{\mu\nu}^{(A)} + D_\mu G_{\nu\rho}^{(A)} + D_\nu G_{\rho\mu}^{(A)} := 0, \quad (3.30) \]

where \( D_\rho \) are generally covariant four derivatives. In Riemannian space-time they can be defined through Christoffel symbols which are anti-symmetric in their lower two indices. The Jacobi identity (3.30) can be rewritten as:

\[ D_\rho \tilde{G}_{\mu\nu}^{(A)} := 0, \quad (3.31) \]

where

\[ \tilde{G}^{\mu\nu}(A) = \frac{1}{2} \varepsilon^{\mu\nu\rho\sigma} G_{\rho\sigma}^{(A)} \quad (3.32) \]

is the dual of \( G_{\mu\nu}^{(A)} \), and orthogonal to \( G_{\mu\nu}^{(A)} \):

\[ \tilde{G}^{\mu\nu}(A) G_{\mu\nu}^{(A)} = 0. \quad (3.33) \]

Taking covariant derivatives either side of eqn. (3.25) gives:

\[ D_\mu G^{\mu\nu}(A) = G^{(0)} k D_\mu T^{\mu\nu}(A). \quad (3.34) \]

Define the generally covariant four-vector:

\[ j^\nu = \mu_0 G^{(0)} k D_\mu T^{\mu\nu}(A) \quad (3.35) \]

where \( \mu_0 \) is the vacuum permeability, a fundamental constant [3-8]. Then eqn. (3.34) can be written as:

\[ D_\mu G^{\mu\nu}(A) = j^\nu / \mu_0. \quad (3.36) \]

We define eqns. (3.31) and (3.36) as respectively the homogenous and inhomogeneous field equations of generally covariant electromagnetism.

The generally covariant electric and magnetic fields are defined as:

\[ \cB^k = -\frac{1}{2} \varepsilon^{ijk} G_{ij}^{(A)}, \quad E^k = -G_0^k(A), \quad (3.37) \]
\[ \tilde{E}^k = \frac{1}{2} \varepsilon^{ijk} \tilde{G}^{ij(A)}, \quad \cB^k = -\tilde{G}_0^k(A). \]
and the generally covariant electromagnetic field tensors as:

\[
G^{\mu\nu(\Lambda)} = \begin{bmatrix}
0 & -E^1 & -E^2 & -E^3 \\
E^1 & 0 & -cB^3 & cB^2 \\
E^2 & cB^3 & 0 & -cB^1 \\
E^3 & -cB^2 & cB^1 & 0
\end{bmatrix}, \quad \tilde{G}^{\mu\nu(\Lambda)} = \begin{bmatrix}
0 & -cB^1 & -cB^2 & -cB^3 \\
cB^1 & 0 & E^3 & -E^2 \\
cB^2 & -E^3 & 0 & E^1 \\
cB^3 & E^2 & -E^1 & 0
\end{bmatrix}.
\]

(3.38)

The Jacobi identity (3.31) becomes an identity of a gauge invariant Yang-Mills type field theory [3-8] of electromagnetism if we define the field tensor as a commutator of covariant derivatives:

\[
G^{\mu\nu(\Lambda)} = \frac{i}{g} [D^\mu, D^\nu],
\]

(3.39)

where

\[
D^\mu = \partial^\mu - igA^\mu,
\]

(3.40)

and where \(A^\mu\) is the vector potential. The field tensor \(G^{\mu\nu(\Lambda)}\) is invariant under the gauge transformation:

\[
A^\mu' = SA^\mu S^{-1} - i g (\partial^\mu S) S^{-1}
\]

(3.41)

for any internal gauge field symmetry. The Jacobi identity (3.31) can be expressed as the identity [3-8]:

\[
\sum \text{cyclic} [D_\rho, [D_\mu, D_\nu]] := 0
\]

(3.42)

for any gauge group symmetry.

It has therefore been shown that a gauge invariant Yang Mills field theory for electromagnetism can be derived from the generally covariant field equation (3.18), which also produces the gauge invariant and generally covariant theory of gravitation first proposed contemporaneously by Einstein’s and Hilbert in late 1915.

### 3.4 Discussion

The simplest expression of eqn. (3.18) can be obtained from the well known definition of the scalar curvature \(R\) in Riemann geometry:

\[
R = g^{\mu\nu(\Lambda)\delta\epsilon} R_{\mu\nu(\Lambda)\delta\epsilon} = (h^2_2 - h^2_1 - h^3_2 - h^3_3) q^\mu R_\mu.
\]

(3.43)

It can be seen that this equation can be obtained from the equation:

\[
R^\mu = \frac{1}{h^4} R q^\mu, h^2 := h^2_2 - h^2_1 - h^3_2 - h^3_3,
\]

(3.44)
3.4 Discussion

by multiplying eqn. (3.44) on both sides by \( h^2 q_\mu \). Using eqn. (3.44) in eqn. (3.18) gives:

\[
T^\mu = \alpha q^\mu ,
\]

(3.45)

where the proportionality coefficient is defined as:

\[
\alpha := \frac{R}{k} \left( \frac{1}{h^4} - \frac{1}{2} \right).
\]

(3.46)

On the unit hyper-sphere:

\[
h^2_0 - h^2_1 - h^2_2 - h^2_3 = 1,
\]

(3.47)

the proportionality simplifies to:

\[
\alpha = R/2k.
\]

(3.48)

Using the definition (3.19) for the symmetric Ricci tensor, and multiplying on both sides by \( q_\nu \), we also obtain the following useful expression for the curvature four-vector as a contraction of the symmetric Ricci tensor in Riemann geometry:

\[
R^\mu = (1/h^2)q_\nu R^{\nu(S)}
\]

(3.49)

Eqn. (3.45) shows that for both gravitation and electromagnetism the generally covariant energy momentum four-vector \( T^\mu \) is proportional to the generally covariant metric four-vector \( q^\mu \) through the metric dependent proportionality coefficient \( \alpha \). It is likely that such a result is also true for the weak and strong fields, because it is known that the electromagnetic field can be unified with the weak field [3-8] and because both the weak and strong fields are gauge fields. It is likely therefore that eqn. (3.18) is a generally covariant field equation of classical grand unified field theory. This result is required by the Principle of General Relativity.

In the special case where the covariant derivatives of the Yang Mills field theory have O(3) internal symmetry, with indices (1), (2) and (3), where ((1), (2) (3)) is the complex circular representation of space, eqns. (3.31) and (3.36) become the field equations of O(3) electrodynamics [3-7]. The latter has been extensively discussed in the literature and tested against experimental data from several sources, and can now be recognised as an example of eqn. (3.18), illustrating the advantages of eqn. (3.18) over the received view of electromagnetism. Therefore O(3) electrodynamics is a theory of general relativity. In the received opinion [3-7] electromagnetism is a theory of special relativity in Euclidean space-time in which the field is an entity superimposed on the frame of reference, a Yang Mills gauge field theory with U(1) internal gauge group symmetry. The several advantages of O(3) electrodynamics over the received opinion have been discussed in the literature [3-7] and it can now be seen that these advantages stem from the fact that eqn. (3.16) gives a theory of generally covariant electromagnetism and also the well known generally
covariant theory of gravitation. Using eqn. (3.45) it can be seen that both gravitation and electromagnetism are defined by the metric vector $q^\mu$ within the proportionality coefficient $\alpha$: both fields being essentially the frame of reference itself. We may now conclude that the non-Euclidean nature of space-time gives rise to both gravitation and electromagnetism through eqn. (3.18).

A similar conclusion has been reached by Sachs [9] using Clifford algebra, but The important Sachs unification scheme is based on Clifford algebra and is considerably more complicated than eqn. (3.18), which is therefore preferred by Okhams Razor - choose the simpler of two theories.
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Summary. A generally covariant wave equation is derived geometrically for grand unified field theory. The equation states most generally that the covariant d'Alembertian acting on the vielbein vanishes for the four fields which are thought to exist in nature: gravitation, electromagnetism, weak field and strong field. The various known field equations are derived from the wave equation when the vielbein is the eigenfunction. When the wave equation is applied to gravitation the wave equation is the eigenequation of wave mechanics corresponding to Einstein's field equation in classical mechanics, the vielbein eigenfunction playing the role of the quantized gravitational field. The three Newton laws, Newton's law of universal gravitation, and the Poisson equation are recovered in the classical and nonrelativistic, weak-field limits of the quantized gravitational field. The single particle wave-equation and Klein-Gordon equations are recovered in the relativistic, weak-field limit of the wave equation when scalar components are considered of the vielbein eigenfunction of the quantized gravitational field. The Schrödinger equation is recovered in the non-relativistic, weak-field limit of the Klein-Gordon equation). The Dirac equation is recovered in this weak-field limit of the quantized gravitational field (the non-relativistic limit of the relativistic, quantized gravitational field when the vielbein plays the role of the spinor. The wave and field equations of $O(3)$ electrodynamics are recovered when the vielbein becomes the relativistic dreibein (triad) eigenfunction whose three orthonormal space indices become identified with the three complex circular indices (1), (2), (3), and whose four spacetime indices are the indices of non-Euclidean spacetime (the base manifold). This dreibein is the potential dreibein of the $O(3)$ electromagnetic field (an electromagnetic potential four-vector for each index (1), (2), and (3)). The wave equation of the parity violating weak field is recovered when the orthonormal space indices of the relativistic dreibein eigenfunction are identified with the indices of the three massive weak field bosons. The wave equation of the strong field is recovered when the orthonormal space indices of the relativistic vielbein eigenfunction become the eight indices defined by the group generators of the $SU(3)$ group.

Key words: generally covariant equation, grand unified field theory, gravitation, higher symmetry electromagnetism, $O(3)$ electrodynamics, weak field, strong field.
4.1 Introduction

Recently [1] a generally covariant classical field equation has been proposed for the unification of the classical gravitational and electromagnetic fields by considering the metric four-vector $q_\mu$ in non-Euclidean spacetime. In this Letter the corresponding equation in wave (or quantum) mechanics is derived by considering the action of the covariant d’Alembertian operator on the metric four-vector considered as the eigenfunction. By deriving a metric compatibility equation for the metric four-vector a wave equation is obtained from a fundamental geometrical property: the covariant d’Alembertian acting on the metric vector vanishes in non-Euclidean spacetime. This geometrical result is also true when the eigenfunction is a symmetric or anti-symmetric metric tensor [1], and, most generally, when the eigenfunction is a vielbein [2]. The wave equation with symmetric metric tensor as eigenfunction is the direct result of the latter’s metric compatibility equation, and the wave equation with vielbein as eigenfunction is the result of the tetrad postulate [2]. The latter is a fundamental result of geometry irrespective of metric compatibility and whether or not the metric tensor is torsion free. The wave equation can therefore be constructed as an eigenequation from geometry with different types of eigenfunction. This is achieved in this Letter by expressing the covariant d’Alembertian operator as a sum of the flat space d’Alembertian operator $\Box$ plus a term dependent on the non-Euclidean nature of spacetime. The latter term is shown to be a scalar curvature $R$ which is identified as the eigenvalue. The eigenoperator is therefore the operator $\Box$, and the wave equation is a fundamental geometrical property of non-Euclidean spacetime [1,2]. Most generally the eigenfunction is the vielbein [2] $e_\mu^a$, which relates an orthonormal basis (Latin index) to a coordinate basis (Greek index), and the generally covariant wave equation is the eigenequation

\[(\Box + kT)e^a_\mu = 0.\]  

(4.1)

The Einstein field equation [1-3] of gravitational general relativity can be written in the contracted form [1-4]

\[R = -kT,\]  

(4.2)

where $R$ and $T$ are obtained [4] from the curvature tensor and the canonical energy momentum tensor by index contraction. If $q_{\mu\nu}^{(S)}$ denotes the symmetric metric tensor defined [1] by

\[q_{\mu\nu}^{(S)} = q_\mu q_\nu\]  

(4.3)

then

\[R = q^{\mu\nu(S)} R_{\mu\nu}, \quad T = q^{\mu\nu(S)} T_{\mu\nu},\]  

(4.4)

where $R_{\mu\nu}$ and $T_{\mu\nu}$ are also symmetric tensors. Therefore the generally covariant wave equation is
\[(\Box + kT)e^{a}_{\mu} = 0, \quad kT = -R. \quad (4.5)\]

It can be seen that Eq. (4.5) has the form of the well known second-order wave equations of dynamics and electrodynamics, such as the single particle wave equation, the Klein-Gordon, Dirac, Proca, and d’Alembert [5] and non-relativistic limiting forms, such as the Schrödinger equation, and, in the classical limit, the Poisson and Newton equations. The use of the vielbein as eigenfunction has several well known advantages [2]:

(4.1) The tetrad postulate:
\[D_{\nu}e^{a}_{\mu} = 0, \quad (4.6)\]

where \(D_{\nu}\) denotes the covariant derivative [2], is true for any connection, whether or not it is metric compatible or torsion free.

(4.2) The use of the vielbein as eigenfunction allows spinors to be analyzed in non-Euclidean spacetime, and this is essential to derive the Dirac equation from Eq. (4.5).

(4.3) The index \(a\) of the vielbein can be identified with the internal index of gauge theory [2,5], and this property is essential if Eq. (4.5) is to be an equation of grand unified field theory.

(4.4) Vielbein theory is highly developed and is closely related to Cartan-Maurer theory, a generalization of Riemann geometry [2].

The structure group of the tangent bundle in the four dimensional spacetime base manifold is \(GL(4, R)\) [2], the group of real invertible \(4 \times 4\) matrices. In a Lorentzian metric this reduces to the Lorentz group \(SO(3, 1)\). The fibers of the fiber bundle are tied together with ordinary rotations [2] and the structure group of the new bundle is \(SO(3)\), the group of rotations in three space dimensions without the assumption of parity symmetry. The electromagnetic potential is defined on this bundle by the dreibein \(A^{a}_{\mu}\), where \(a\) is (1), (2) or (3), the indices of the complex circular representation of three dimensional space. The evolution of electrodynamics in this way, as a gauge theory with \(O(3)\) gauge group symmetry, where \(O(3)\) is the group of rotations in three dimensions with parity symmetry, began with the proposal of the \(B^{(3)}\) field [6] as being responsible for the inverse Faraday effect in all materials (phase free magnetization by circularly polarized electromagnetic radiation). Maxwell Heaviside electrodynamics is a gauge field theory with no internal indices, and whose internal gauge group symmetry is \(U(1)\) [7-12]. After a decade of development it is known [12] that there are numerous instances in which \(O(3)\) electrodynamics surpasses \(U(1)\) electrodynamics in its ability to describe experimental data, for example data from interferometry, reflection, physical optics in general, the inverse Faraday effect, and its resonance equivalent, radiatively induced fermion resonance [7-12]. Therefore many data are now known which indicate that the electromagnetic sector of grand unified field theory is described by an \(O(3)\) symmetry gauge field theory, not \(U(1)\). In the development of \(O(3)\) electrodynamics the connection on the internal fiber
bundle of gauge theory was identified for the first time as the connection on the tangent bundle of general relativity [2]. This is an essential step towards the evolution of a simple and powerful unified field theory as embodied in Eq. (4.5) of this Letter. The tangent bundle is defined with respect to the base manifold, which is four dimensional non-Euclidean spacetime [1]. Prior to the development of higher symmetry electrodynamics, and generally covariant electrodynamics [1,13,14] the tangent bundle of general relativity [2] was not identified with the fiber bundle of gauge theory, in other words the internal index of gauge theory was thought to be the index of an abstract space unrelated to spacetime [2]. In $O(3)$ electrodynamics the internal index $a = (1), (2), (3)$ represents a physical orthonormal space tangential to the base manifold and in the basis $((1),(2),(3))$ it is possible to define unit vectors $e^{(1)}, e^{(2)}, e^{(3)}$ which define a tangent space, a space that is orthonormal to the base manifold (non-Euclidean, four dimensional spacetime). It therefore becomes possible to invoke the dreibein, or triad, as described already, with the three Latin indices $(a)$ representing the orthogonal space and the four Greek indices $(\mu)$ the base manifold. The indices $a = (1), (2), (3)$ can be used to define the unit vector system in curvilinear coordinate analysis [1,14,15]. One of the unit vectors, e.g., $e^{(1)}$, is a unit tangent vector to the curve, and the other two, $e^{(2)}$ and $e^{(3)}$, are mutually orthogonal to $e^{(1)}$. This procedure cures two fundamental inconsistencies of field theory as it stands at present:

1. The gravitational field is non-Euclidean space time in general relativity, while the other three fields (electromagnetic, weak and strong) are entities superimposed on flat or Euclidean spacetime.
2. The $U(1)$ electromagnetic field has an Abelian and linear character, while the other three fields are non-Abelian and nonlinear [2].

Therefore the internal gauge space of $O(3)$ electrodynamics is identified with a tangent space in the complex circular basis $((1),(2),(3))$, a basis chosen to represent circular polarization, a well known empirical property of electromagnetic radiation [5-14]. This allows electromagnetism to be developed as a theory of general relativity [1], using $O(3)$ symmetry covariant derivatives, which become spin affine connections in vielbein theory [2]. The $O(3)$ electromagnetic field tensor becomes a Cartan Maurer torsion tensor [2] which is defined with a spin affine connection on the tangent bundle of general relativity. These properties are contained with Eq. (4.5), together with the ability to describe the gravitational, weak and strong fields. Therefore, Eq. (4.5) is a generally covariant wave equation of grand unified field theory.

In Sec. 2 the wave equation (4.5) is derived for various forms of the eigenfunction using metric compatibility equations for the metric vector $q_\mu$ and the symmetric and anti-symmetric metric tensors $q_\mu q_\nu$ and $q_\mu \wedge q_\nu$ [1] and using the tetrad postulate [2] for the vielbein $e^a \mu$. In Sec. 3 the equation of parallel transport and the geodesic equation [2-4] are written in terms of the metric four-vector $q_\mu$, and the equation of metric compatibility of the metric four vector shown to be a solution of the geodesic equation. In Sec. 4
the Poisson equation and the Newtonian equations are derived in the weak field limit of gravitational theory. In Sec. 5 the second order wave equations are derived from Eq. (4.5) in various limits for the four known fields of nature. Finally, Sec. 6 is a discussion of some of the many possible avenues for further work based on Eq. (4.5) and its classical equivalent given in Ref. [1].

4.2 Derivation Of The Generally Covariant Wave Equation

The wave equation is based on the following expression for the covariant d’Alembertian operator:

\[ D^\rho D_\rho = \Box + D^\mu \Gamma^\rho_{\mu \rho}, \tag{4.7} \]

where

\[ D^\mu \Gamma^\rho_{\mu \rho} = \partial^\mu \Gamma^\rho_{\mu \rho} + \Gamma^\rho_{\mu \lambda} \Gamma^\lambda_{\mu \rho} \tag{4.8} \]

is the covariant derivative of the index contracted Christoffel symbol \( \Gamma^\rho_{\mu \rho} \). Equation (4.7) is derived by first considering the commutator [2] [\( D^\mu, D^\nu \)] acting on the inverse metric vector \( q^\rho \):

\[ [D^\mu, D^\nu]q^\rho = D^\mu D^\nu q^\rho - \partial^\mu D^\nu q^\rho = -2(\Gamma^\rho_{\mu \nu} - \Gamma^\rho_{\nu \mu})D^\lambda q^\rho \tag{4.9} \]

where \( R^\rho_{\sigma \mu \nu} \) is the Riemann tensor and \( T^\lambda_{\mu \nu} \) is the torsion tensor. Consideration of the symmetry of Eq. (4.9), and contracting indices, \( \rho = \sigma \), leads to the result

\[ D^\mu D_\mu = \partial^\mu \partial_\mu + 2 \Gamma^\lambda_{\mu \rho} \Gamma^\rho_{\mu \lambda}, \tag{4.10} \]

In this expression the Christoffel symbols are defined as [2]

\[ (\Gamma_\mu)^\rho_{\mu \rho}, \quad (\Gamma_\mu)^\rho_{\mu \lambda} := \Gamma^\rho_{\mu \lambda}, \quad \text{etc.} \tag{4.11} \]

but, by convention [2], the brackets are omitted in the notation. We follow this convention in the rest of this paper. For any vector \( V^\nu \),

\[ D_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu \lambda} V^\lambda. \tag{4.12} \]
We therefore can write
\[ D^\mu \Gamma_{\mu \rho}^\rho = \partial^\mu \Gamma_{\mu \rho}^\rho + \Gamma_{\mu \rho}^\sigma \Gamma_{\mu \rho}^\rho. \]  
(4.13)

The covariant d’Alembertian operator is therefore in general
\[ D^\mu D_{\mu} = \Box + D^\mu \Gamma_{\mu \rho}^\rho + 2 \Gamma_{\mu \mu}^\lambda D_{\lambda}, \]  
(4.14)

and can be thought of qualitatively as “half the Riemann tensor plus half the torsion tensor.” This is a geometrical result independent of any considerations of field theory.

Equation (4.5), the wave equation for the vielbein as eigenfunction, follows from the tetrad postulate [2]:
\[ D_{\rho} e_{a \mu} = 0, \]  
(4.15)

which holds whether or not the connection is metric-compatible or torsion-free. Differentiating Eq. (4.15) covariantly gives Eq. (4.5):
\[ D^\rho(D_{\rho} e_{a \mu}) := D^\rho D_{\rho} e_{a \mu} = \left( \Box + D^\mu \Gamma_{\mu \rho}^\rho + 2 \Gamma_{\mu \mu}^\lambda D_{\lambda} \right) e_{a \mu} = 0. \]  
(4.16)

Equation (4.16) is therefore a geometrical result which is independent of any assumptions made concerning the Christoffel symbol and its relation to the metric tensor [2] or metric vector [1]. The covariant d’Alembertian operator appearing in the wave equation (4.16) is the sum of the flat spacetime d’Alembertian \( \Box \) and the term \( D^\mu \Gamma_{\mu \rho}^\rho \). The latter is identified as scalar curvature (R) because it has the units of inverse square meters and is defined by an index contraction [2]. The scalar curvature R is obtained conventionally by contracting indices in the Riemann tensor. Carroll [2], for example, defines \( R \) as follows:
\[ R := q^{\sigma \nu(S)} R_{\sigma \lambda \nu}, \]  
(4.17)

where the Ricci tensor is [2]
\[ R_{\mu \nu} := R^\lambda_{\mu \lambda \nu}, \]  
(4.18)

and the Riemann tensor with lowered indices is [2]
\[ R_{\rho \sigma \mu \nu} := q_{\rho \lambda}^{(S)} R_{\sigma \mu \nu}. \]  
(4.19)

However, Sachs [16] gives a different definition of the Ricci tensor:
\[ R_{\kappa \rho} := q^{\mu \lambda(S)} R_{\mu \kappa \rho \lambda}; \]  
(4.20)

so, assuming Eq. (4.19) and contracting indices \( \alpha = \lambda \):
\[ R_{\kappa \rho} = \delta_{\lambda}^{\lambda} R_\lambda^{\kappa \rho \lambda} = q^{\mu \lambda(S)} q_{\mu \alpha}^{(S)} R_{\kappa \rho \lambda}. \]  
(4.21)
Comparing Eqs. (4.18) and (4.21), it is seen that the definition of the scalar curvature $R$ is a matter of convention, and is not standardized. Different authors give different definitions. Therefore the $R$ that appears in the Einstein equation with contracted indices, Eq. (4.2), is a matter of convention. Furthermore, the minus sign that appears in Eq. (4.2) is also a matter of convention, Einstein himself [4] used the equation in the form $R = kT$, without a minus sign. In the rest of this paper we will use the contemporary [2] convention $R = -kT$. The general rule is that the scalar curvature $R$ is found by a contraction of indices in the Riemann tensor, which has several well-known symmetry properties [2], for example—it is anti-symmetric in its last two indices. Using the following choice of index contraction:

$$R := R^\mu_{\rho\nu\mu} = \partial_\rho \Gamma^\mu_{\nu\mu} - \partial_\nu \Gamma^\mu_{\rho\mu} + \Gamma^\rho_{\mu\nu} \Gamma^\nu_{\alpha\nu} - \Gamma^\nu_{\rho\nu} \Gamma^\nu_{\mu\nu},$$

(4.22)

it can be seen that in this convention the scalar curvature is

$$R := \partial_\rho \Gamma^\mu_{\nu\mu} + \Gamma^\rho_{\mu\nu} \Gamma^\nu_{\mu\nu} - (\partial_\nu \Gamma^\mu_{\rho\mu} + \Gamma^\mu_{\nu\nu} \Gamma^\rho_{\nu\mu})$$

$$= D_\mu \Gamma^\mu_{\nu\nu} - D_\nu \Gamma^\mu_{\mu\nu}.$$

(4.23)

Comparing Eqs. (4.16) and (4.23), it is deduced that the scalar curvature

$$R := -D_\mu \Gamma^\rho_{\mu\rho}$$

(4.24)

that appears in the definition of the covariant d’Alembertian is, qualitatively, “half” of the scalar curvature in Eq. (4.3), obtained directly from the Riemann tensor. This result is consistent with the fact that the covariant d’Alembertian is, qualitatively (or roughly speaking), half the Riemann plus torsion tensors. If the Christoffel symbol is assumed to be symmetric in its lower two indices (as in the convention in standard general relativity [2]) then the scalar curvature $R$ defined in Eq. (4.24) becomes the second term in Eq. (4.23). If the Christoffel symbol is anti-symmetric in its lower two indices, as in the definition of the torsion tensor (Eq. (4.9)), then the second term in Eq. (4.23) is the negative of the definition appearing in Eq. (4.24). Importantly, however, Eq. (4.16) is valid whatever the symmetry of the Christoffel symbol, because Eq. (4.16) is the direct result of the tetrad postulate, Eq. (4.6). Therefore Eq. (4.16) is true for curved spacetime (gravitation) and twisted or torqued spacetime (electromagnetism). Using Eq. (4.2), we deduce the wave equation in the form

$$(\Box + kT)e^a_{\mu} = 0,$$

(4.25)

where

$$D^\mu \Gamma^\rho_{\mu\rho} = kT = -R.$$

(4.26)

A less generally valid wave equation can be obtained with the symmetric metric tensor of the Einstein field equation [1-4] as eigenfunction. This wave equation follows from the metric compatibility condition [2]:
Differentiating Eqs. (4.17) covariantly leads to the wave equation as the eigen equation:

\[ D^\rho D_\rho q_{\mu\nu}^{(S)} = (\Box + kT)q_{\mu\nu}^{(S)} = 0, \quad (4.28) \]

where \( q_{\mu\nu}^{(S)} \) is the eigenfunction. A third type of wave equation can be obtained using the definition [1]

\[ q_{\mu\nu}^{(S)} = q_\mu q_\nu. \quad (4.29) \]

Covariant differentiation of products is defined by the Leibniz theorem [2]; therefore the metric compatibility of the symmetric metric tensor, Eq. (4.27), implies that

\[ D_\rho (q_\mu q_\nu) = q_\mu (D_\rho q_\nu) + (D_\rho q_\mu) q_\nu = 0, \quad (4.30) \]

for the first derivative, and

\[
D^2(q_\mu q_\nu) := (D^\rho D_\rho)(q_\mu q_\nu) \\
= q_\mu D^2 q_\nu + 2(D_\rho q_\mu)(D_\rho q_\nu) + q_\nu D^2 q_\mu \\
= 0
\]

(4.31)

for the second derivative. A self consistent solution of Eqs. (4.30) and (4.31) is

\[ D_\rho q_\nu = 0, \quad (4.32) \]

which is a metric compatibility condition for the metric vector \( q_\mu \). Differentiating Eq. (4.32) covariantly gives the wave equation as an eigenequation with the metric vector \( q_\mu \) as eigenfunction:

\[ D^\rho D_\rho q_\mu = (\Box + kT)q_\mu = 0. \quad (4.33) \]

Finally, it may be shown similarly that there exists a wave equation with the anti-symmetric metric \( q_{\mu\nu}^{(A)} = q_\mu \wedge q_\nu \) as eigenfunction, i.e.:

\[ (\Box + kT)q_{\mu\nu}^{(A)} = 0. \quad (4.34) \]

### 4.3 Fundamental Equations In Terms Of The Metric Vector

The equation of metric compatibility (4.32) can be derived independently as a solution of the equation of parallel transport [2] written for the inverse metric four-vector \( q^\mu \):

\[ \frac{Dq^\mu}{ds} := \frac{dq^\mu}{ds} + \Gamma^\mu_{\nu\lambda} \frac{dx^\nu}{ds} q^\lambda = 0, \quad (4.35) \]
4.3 Fundamental Equations In Terms Of The Metric Vector

where \( dx^\nu /ds \) is the tangent vector to \( q^\mu \). Here

\[
(ds)^2 = q^\mu q^\nu dx_\mu dx_\nu
\]

(4.36)
is the square of the line element in curvilinear coordinates [1]. The geodesic equation for \( q^\mu \) is

\[
\frac{D}{ds} \left( \frac{dq^\mu}{ds} \right) = 0.
\]

(4.37)

Now use the chain rule [17] if \( u = f(x, y) \); then

\[
\frac{du}{dt} = \frac{\partial f}{\partial x} \frac{dx}{dt} + \frac{\partial f}{\partial y} \frac{dy}{dt};
\]

(4.38)

so, if \( q^\mu = q^\mu(x^\nu) \), then

\[
\frac{dq^\mu}{ds} = \frac{\partial q^\mu}{\partial x^\nu} \frac{dx^\nu}{ds}.
\]

(4.39)

Using Eq. (4.39) in Eq. (4.35), one gets

\[
\left( \frac{\partial q^\mu}{\partial x^\nu} + \Gamma^\mu_{\nu\lambda} q^\lambda \right) \frac{dx^\nu}{ds} = 0,
\]

(4.40)
i.e.,

\[
\left( D_\nu q^\mu \right) \frac{dx^\nu}{ds} = 0.
\]

(4.41)

In general \( dx^\nu /ds \neq 0 \), so Eq. (4.32), the metric compatibility condition for \( q_\mu \), is a solution of Eq. (4.41). Therefore the equation of metric compatibility for \( q_\mu \) can be derived as a solution of the equation of parallel transport for \( q^\mu \).

The geodesic equation (4.37) follows from the equation of parallel transport (4.35), so the metric compatibility equation for \( q_\mu \) is a special case of the geodesic equation for \( q^\mu \). Using Eq. (4.39), the geodesic equation becomes

\[
\left( \frac{D}{ds} \left( \frac{\partial q^\mu}{\partial x^\nu} \right) \right) \frac{\partial x^\nu}{\partial s} + \frac{\partial q^\mu}{\partial x^\nu} \left( \frac{D}{ds} \left( \frac{\partial x^\nu}{\partial s} \right) \right) = 0.
\]

(4.42)

But the geodesic equation can be written for any vector \( V^\mu \), and so

\[
\frac{D}{ds} \left( \frac{dx^\nu}{ds} \right) = 0.
\]

(4.43)

It therefore follows that

\[
\frac{D}{ds} \left( \frac{\partial q^\mu}{\partial x^\nu} \right) = 0.
\]

(4.44)

As shown in Ref. [1], the gravitation and electromagnetism can be described from a novel generally covariant field equation for \( q_\mu \):

\[
R_\mu - \frac{1}{2} R q_\mu = k T_\mu.
\]

(4.45)
4.4 Derivation Of The Poisson And Newton Equations

The Poisson equation of gravitation can be derived straightforwardly in the weak field limit [1-4] from the wave equation for an eigenfunction, for example Eq. (4.33) which can be written as the two equations:

\[(\Box + kT)q_\alpha = 0,\] (4.46)
\[(\Box + kT)q_i = 0, \quad i = 1, 2, 3.\] (4.47)

Using
\[\Box := \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2,\] (4.48)
Eq. (4.46) becomes
\[\nabla^2 q_\alpha = kT q_\alpha\] (4.49)
for a quasi-static \(q_\alpha\). In the weak-field limit [1-4]:
\[q_\alpha = \epsilon + \eta_\alpha = 1 + \eta_\alpha, \quad \eta_\alpha \ll 1,\] (4.50)
where \(\epsilon_\mu\) is the unit four-vector. Therefore Eq. (4.49) becomes
\[\nabla^2 \eta_\alpha = kT q_\alpha \sim kT.\] (4.51)

This is the Poisson equation
\[\nabla^2 \Phi = 4\pi G\rho\] (4.52)
if
\[\Phi = \frac{1}{2} c^2 \eta_\alpha\] (4.53)
is the gravitational potential, if
\[\rho = T = m/V\] (4.54)
is the rest energy density, and if \(G\) is Newton’s gravitational constant, related to Einstein’s constant by:
\[k = 8\pi G/c^2.\] (4.55)

Newton’s law, his theory of universal gravitation, and the equivalence of inertial and gravitational mass are all contained within the metric compatibility condition
\[\frac{\partial q^\mu}{\partial x^\nu} = -\Gamma^\mu_{\nu\lambda} q^\lambda.\] (4.56)

Multiplying Eq. (4.56) on both sides by \(q_\lambda\) and using
\[\left(\Gamma^\mu_{\nu0} q^0\right) q_0 = \Gamma^\mu_{\nu0} (q^0 q_0) = \Gamma^\mu_{\nu0},\]
\[\left(\Gamma^\mu_{\nu1} q^1\right) q_1 = \Gamma^\mu_{\nu1} (q^1 q_1) = -\Gamma^\mu_{\nu1}, \text{ etc.,}\] (4.57)
a unique equation is obtained for the Christoffel symbol in terms of the metric vector, irrespective or whether or not the metric vector is torsion-free:

\[ \Gamma^\mu_{\nu \sigma} = -q_\nu \partial_\sigma q^\mu, \quad \Gamma^\mu_{\nu i} = q_i \partial_\nu q^\mu, \quad i = 1, 2, 3. \] (4.58)

(The well-known equation relating the Christoffel symbol to the symmetric metric tensor is more intricate and less useful, because it is derived on the assumption of a torsion-free metric, i.e., that the Christoffel symbol is symmetric in its lower two indices. It is:

\[ \Gamma^\sigma_{\mu \nu} = \frac{1}{2} q^{\sigma \rho} \left( \partial_\mu q_{\nu \rho}^{\text{(S)}} + \partial_\nu q_{\rho \mu}^{\text{(S)}} - \partial_\rho q_{\mu \nu}^{\text{(S)}} \right), \] (4.59)

where \( q^{\sigma \rho} \) is the inverse of the symmetric metric tensor. The metric tensors are defined by [2]

\[ q^{\mu \nu} q_{\nu \sigma} = \delta^\mu_\sigma, \]

where

\[ \delta^\mu_\sigma = \begin{cases} 1, & \mu = \sigma, \\ 0, & \mu \neq \sigma, \end{cases} \] (4.61)

is the Kronecker delta. In non-Euclidean spacetime, the elements of \( q^{\mu \nu}(S) \) and \( q_{\mu \nu}^{\text{(S)}} \) are not the same in general [2].)

In the Newtonian limit, the particle velocities are much smaller than \( c \), so [2-4]:

\[ dx^i / d\tau \ll dt / d\tau \sim 1. \] (4.62)

Using the chain rule for the left-hand side of Eq. (4.56), with proper time \( \tau \) as an affine parameter [2], we obtain

\[ \frac{\partial q^\mu}{\partial x^\nu} = \frac{dt}{dx^\nu} \frac{dq^\mu}{d\tau} \rightarrow \frac{1}{c} \frac{dt}{dt} \frac{dq^\mu}{d\tau} = \frac{1}{c} \frac{dq^\mu}{dt}. \] (4.63)

Consider now the identity obtained from the equation of metric compatibility, Eq. (4.56):

\[ \frac{\partial q^\mu}{\partial x^\nu} := \frac{\partial q^\mu}{\partial x^\nu}. \] (4.64)

Using the chain rule in the weak-field limit, the left-hand side of Eq. (4.64) becomes

\[ \frac{\partial q^\mu}{\partial x^\nu} \rightarrow \frac{1}{c} \frac{dq^\mu}{dt}. \] (4.65)

If we consider the four-vector defined by

\[ x^\mu = (x^0, x^1, x^2, x^3), \] (4.66)

then the metric vector is defined by \( (q^0 := q^\mu (\mu = 0), \text{etc.}) \)

\[ q^0 = \frac{\partial x^\mu}{\partial x^0}, \quad q^1 = \frac{\partial x^\mu}{\partial x^1}, \quad q^2 = \frac{\partial x^\mu}{\partial x^2}, \quad q^3 = \frac{\partial x^\mu}{\partial x^3}; \] (4.67)
therefore the left-hand side of Eq. (4.64) becomes for \( \mu = 0 \):
\[
\frac{1}{c} \frac{\partial q^0}{\partial t} = \frac{1}{c^2} \frac{\partial^2 x^\nu}{\partial t^2}
\]  
(4.68)
in the weak-field or Newtonian limit. In this limit the metric can be considered as a perturbation of the flat spacetime metric [2]:
\[
q^0 = \left(1 - \frac{1}{2} \eta^0\right) \sim 1.
\]  
(4.69)
The gravitational field in the Newtonian limit is quasi-static, and the position vector is dominated by its time-like component, so
\[
\frac{\partial q^0}{\partial x^\nu} \rightarrow -\frac{1}{2} \frac{\partial \eta^0}{\partial x^\nu}.
\]  
(4.70)
Equating left-hand and right-hand sides of the identity (4.64), gives, in the Newtonian approximation,
\[
\frac{d^2 x^i}{dt^2} = -\frac{c^2}{2} \frac{\partial \eta^0}{\partial x^i},
\]  
(4.71)
which is Newton’s second law combined with the Newtonian theory of universal gravitation. It is seen that the equivalence of gravitational and inertial mass implied by Eq. (4.71) is a consequence of geometrical identity (4.64). This is a powerful and original result, obtained from the novel equation of metric compatibility (4.56).

Using the definition (4.53) for the Newtonian potential \( \Phi \), Eq. (4.71) can be written in the familiar form
\[
\frac{d^2 r}{dt^2} = -\nabla \Phi,
\]  
(4.72)
which is equivalent to the inverse square law of Newton
\[
F = m \frac{d^2 r}{dt^2} = -G \frac{mM}{r^2} k.
\]  
(4.73)
From Eq. (4.56) with \( \mu = 0 \), it can be seen that Eq. (4.71) can be expressed as one Christoffel symbol:
\[
\frac{\partial q^0}{\partial x^\nu} = -\Gamma^0_{\nu 0} q^0 \sim -\Gamma^0_{\nu 0},
\]  
(4.74)
an equation which shows that the equivalence of gravitational and inertial mass is a geometrical result, the equation of metric compatibility, (4.56), which also leads to the generally covariant wave equation (4.33), and self-consistently, to the Poisson Eq. (4.52) in the Newtonian approximation. If we write Eq. (4.28) as
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\[(\Box + kT)g_{\mu\nu} = 0,\]  \hspace{1cm} (4.75)
i.e., using the standard notation \(g_{\mu\nu} = g^{(S)}_{\mu\nu}\) for the symmetric metric, the weak-field or Newtonian approximation gives

\[(\Box + km/V)g_{oo} = 0,\]  \hspace{1cm} (4.76)
where \(T = m/V\). If \(g_{oo}\) is considered to be quasistatic, Eq. (4.76) reduces to

\[\nabla^2 g_{oo} = kTg_{oo}.\]  \hspace{1cm} (4.77)
Using the weak field approximation

\[g_{oo} = 1 - h_{oo} \sim 1\]  \hspace{1cm} (4.78)
for the symmetric metric, we obtain Carroll’s Eq. (4.36) \[2\] (the Einstein field equation in the weak-field limit):

\[\nabla^2 h_{oo} = -kTg_{oo} = -kT_{oo},\]  \hspace{1cm} (4.79)
which is the Poisson equation (4.52) with \(h_{oo} = -c^2\Phi/2, \quad k = 8\pi G/c^2, \quad T_{oo} = m/V\). Therefore the wave equation (4.28) is the eigenequation corresponding to the classical Einstein field equation. Einstein \[4\] arrived at the approximation (4.79) through an intermediate equation (Eq. (4.89b) of Ref. \[4\]):

\[\Box \gamma_{\mu\nu} = 2kT^*_{\mu\nu}, \quad T^*_{\mu\nu} = T_{\mu\nu} - \frac{1}{2}g_{\mu\nu}T,\]  \hspace{1cm} (4.80)
in which the metric tensor was approximated by \[4\]:

\[g_{\mu\nu} = -\delta_{\mu\nu} + \gamma_{\mu\nu}.\]  \hspace{1cm} (4.81)
Using the definition

\[T = g^{\mu\nu}T_{\mu\nu},\]  \hspace{1cm} (4.82)
an expression is obtained for \(T_{\mu\nu}\) in terms of \(T\):

\[g_{\mu\nu}T = (g_{\mu\nu}g^{\mu\nu})T_{\mu\nu} = 4T_{\mu\nu}.\]  \hspace{1cm} (4.83)
Equation (4.80) can therefore be written as the eigenequation

\[\left(\Box + \frac{1}{2}kT\right)g_{\mu\nu} = 0,\]  \hspace{1cm} (4.84)
which is the wave equation (4.28) except for a factor \((1/2)\) coming from the approximation method used by Einstein.

Using the weak-field limit of Eq. (4.33), we obtain

\[(\Box + km/V)q_0 = 0,\]  \hspace{1cm} (4.85)
where $T = mc^2/V$ is again the rest energy density. Identifying $q_0$ as a scalar field \[5\] identifies Eq. (4.85) as the single-particle wave equation, which after quantization can be interpreted as the Klein-Gordon equation \[5\], whose wavefunction is identified with $q_0$ in the weak-field approximation. The Klein-Gordon equation is
\[
(\Box + m^2c^2/h^2) q_0 = 0,
\]
so
\[
E_0 = mc^2 = \frac{m^2c^4V}{h^2k}.
\]

Equation (4.87) can be identified as the Planck/de Broglie postulate for any particle:
\[
E_0 = \hbar \omega_0 = mc^2,
\]
where $\omega_0$ is the rest frequency of any particle. The rest frequency is defined by
\[
\omega_0 = \frac{8\pi\ell^2}{V},
\]
where
\[
\ell = \left(\frac{G\hbar}{c^3}\right)^{1/2}
\]
is the Planck length. Equation (4.87) means that the product of the rest mass $m$ and the rest volume $V$ of any particle is a universal constant
\[
mV = \hbar^2k/c^2,
\]
which is an important result of the generally covariant wave equation.

Using the operator equivalence of quantum mechanics \[5\]
\[
p^\mu = i\hbar \partial^\mu,
\]
\[
p^\mu = (En/c, p), \quad \partial^\mu = \left(\frac{1}{c} \frac{\partial}{\partial t}, -\nabla\right),
\]
Eq. (4.86) becomes Einstein’s equation of special relativity:
\[
p^\mu p_\mu = \frac{En^2}{c^2} - p^2 = m^2c^2,
\]
in which $En$ denotes the total energy (kinetic plus potential) and $mc^2$ is the rest energy. From the equation \[18\]
\[
F = \gamma m\dot{v} = \dot{p},
\]
where $p = \gamma mv$ is the momentum in the limit of special relativity (weak-field limit), an expression is obtained for the kinetic energy in special relativity:
\[
T = mc^2(\gamma - 1).
\]
In the non-relativistic limit $v \ll c$, the Newtonian kinetic energy
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\[ T = \frac{1}{2} m v^2 \]  
(4.96)

is obtained from the second Newton law, Eq. (4.73), which is self-consistently the non-relativistic weak-field limit of Eq. (4.33). Using the operator equivalence (4.92) in Eq. (4.96) gives the time-dependent free-particle Schrödinger equation [5,19]:

\[ i \hbar \frac{\partial \psi_0}{\partial t} = -\frac{\hbar^2 \nabla^2}{2m} \psi_0. \]  
(4.97)

Identifying the Hamiltonian operator as

\[ H = -\frac{\hbar^2 \nabla^2}{2m} \]  
(4.98)

transforms Eq. (4.97) into the time-independent free-particle Schrödinger equation

\[ H \psi_0 = T \psi_0, \]  
(4.99)

which is a weak-field approximation to the wave equation (4.33) when we consider kinetic energy only [5]. The wavefunction of the Schrödinger equation (4.99) is [19]

\[ \psi_0 = 1 + A e^{iKz} + B e^{-iKz}, \]  
(4.100)

which is the time-like component of the metric eigenfunction of Eq. (4.33) in the weak-field approximation used to recover Eq. (4.99).

These methods illustrate that wave or quantum mechanics can be considered to be an outcome of general relativity, and that the wave-function can be considered to be a deterministic property of general relativity, namely a metric four-vector, a metric tensor, or most generally a vielbein.

The first Newton law is obtained in the weak-field limit of the geodesic equation, or alternatively when the Christoffel symbol \( \Gamma^{\nu}_{\mu\alpha} \) in Eq. (4.74) vanishes. These limits correspond to the flat spacetime in which there is no acceleration. Newton’s law is contained within the conservation law for \( q_{\mu} \).

The latter can be deduced from the Bianchi identity [2]

\[ D^\mu G_{\mu\nu} := 0, \]  
(4.101)

where

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \]  
(4.102)

is the Einstein tensor. Noether’s theorem gives the energy conservation law

\[ D^\mu T_{\mu\nu} = 0, \]  
(4.103)

and the metric compatibility assumption of standard general relativity [2] is

\[ D^\rho g_{\mu\nu} = 0. \]  
(4.104)

If we define [1]
Generally Covariant Wave Equation For GUFT

\[ R_{\mu\nu} := R_\mu q_\nu, \quad T_{\mu\nu} := T_\mu q_\nu, \quad g_{\mu\nu} = q_\mu q_\nu \]  \hspace{1cm} (4.105)

then the Bianchi identity (4.101) becomes

\[
D^{\mu} G_{\mu\nu} = (D^{\mu} R_\mu) q_\nu + R_\mu (D^{\mu} q_\nu) \\
- \frac{1}{2} R q_\mu D^{\mu} q_\nu - \frac{1}{2} D^{\mu} (R q_\mu) q_\nu \\
:= 0.
\]  \hspace{1cm} (4.106)

Using the metric compatibility assumption for \( q_\nu \), Eq. (4.32), gives the result

\[
D^{\mu} G_{\mu} = 0, \quad G_{\mu} := R_\mu - \frac{1}{2} R q_\mu.
\]  \hspace{1cm} (4.107)

This is the Bianchi identity for the field tensor:

\[
G_{\mu} = k T_\mu.
\]  \hspace{1cm} (4.108)

Using Eq. (4.103) and the Leibniz theorem, the energy conservation law becomes

\[
D^{\mu} (T_\mu q_\nu) = (D^{\mu} T_\mu) q_\nu + T_\mu (D^{\mu} q_\nu) \\
= (D^{\mu} T_\mu) q_\nu = 0,
\]  \hspace{1cm} (4.109)

and the energy conservation law for \( T_\mu \) is deduced to be

\[
D^{\mu} T_\mu = 0.
\]  \hspace{1cm} (4.110)

The unified field equation (4.45) \cite{1} becomes

\[
D^{\mu} (G_{\mu} - k T_\mu) := 0.
\]  \hspace{1cm} (4.111)

Using the equations \cite{1}:

\[
R_\mu = \frac{1}{4} R q_\mu,
\]  \hspace{1cm} (4.112)

both the energy conservation law (4.110) and the Bianchi identity (4.107) can be expressed as the equation

\[
\left( D^{\mu} + \frac{1}{R} D^{\mu} R \right) q_\mu = 0.
\]  \hspace{1cm} (4.113)

4.5 Some Fundamental Equations Of Physics Derived From The Wave Equation

Equation (4.113) is similar in structure to a gauge transformation equation in generic gauge field theory \cite{2,5,7-12}. On using the results \cite{2}
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\[ D_\mu R = \partial_\mu R, \quad (4.114) \]

\[ D_\mu q^\mu = \partial_\mu q^\mu + \Gamma^\mu_{\mu \lambda} q^\lambda = \frac{1}{\sqrt{|q|}} \partial_\mu (\sqrt{|q|} q^\mu), \quad (4.115) \]

where \(|q|\) is the modulus of the determinant of the symmetric metric \( g_{\mu \nu} := q_\mu q_\nu \). Eq. (4.113) becomes

\[ \left( \partial_\mu + \frac{1}{\sqrt{|q|}} \partial_\mu \sqrt{|q|} + \frac{1}{R} \partial_\mu R \right) q^\mu = 0, \quad (4.116) \]

a result which has been generated by the Leibniz theorem [2]

\[ D_\mu (Rq^\mu) = (D_\mu R) q^\mu + R(D_\mu q^\mu) = 0. \quad (4.117) \]

Now consider the definition of gauge transformation in generic gauge field theory [5]:

\[ \psi' = S\psi \quad (4.118) \]

where \( \psi \) is the generic \((n\text{-dimensional})\) gauge field and \( S \) the rotation generator in \( n \) dimensions. Application of the Leibniz theorem produces

\[ D_\mu (S\psi) = (D_\mu S) \psi + S(D_\mu \psi). \quad (4.119) \]

The covariant derivative in generic gauge field theory is defined through a vielbein [2], the generic gauge potential \( A^a_\mu \), and a factor \( g \) (denoting generic charge):

\[ D_\mu := \partial_\mu - ig A^a_\mu, \quad (4.120) \]

and the gauge transformation (4.118) implies that

\[ A'_\mu = A_\mu - \frac{i}{gS} \partial_\mu S, \quad (4.121) \]

i.e.,

\[ ig A'_\mu = ig A_\mu + \frac{1}{S} \partial_\mu S. \quad (4.122) \]

The factor \(-i\) in Eq. (4.120) originates in the fact that the gauge group generators \( m_a \) in generic gauge field theory are defined as imaginary-valued matrices. This procedure defines the upper index \( a \) of the vielbein \( A^a_\mu \) [2]. However, a basis can always be found for the gauge group generators such that Eq. (4.120) becomes

\[ D_\mu = \partial_\mu + g A_\mu. \quad (4.123) \]

Comparing Eqs. (4.123) and (4.116),

\[ A_\mu = \frac{1}{g} \cdot \frac{1}{R} \partial_\mu R = \frac{\hbar}{e} \cdot \frac{1}{R} \partial_\mu R = B^{(0)} \partial_\mu R, \quad (4.124) \]
where $\hbar/e$ is the elementary unit of magnetic flux (the fluxon) and where $B^{(0)}$ is a magnetic flux density. Equation (4.124) combines the operator equivalence (4.92) of quantum mechanics with the minimal prescription ($p^\mu = eA^\mu$) in generic gauge field theory, giving the result

$$p^\mu = eA^\mu = i\hbar \partial^\mu.$$  \hspace{1cm} (4.125)

This result has been obtained from the wave equation (4.33) and the Bianchi identity (4.107) in general relativity. Comparison of Eqs. (4.117) and (4.119) shows that the scalar curvature $R = -kT$ in general relativity plays the role of the rotation generator $S$ in generic gauge field theory, and that the metric $g_\mu$ plays the role of the generic field $A_\mu$ or potential. The field can be a scalar field as in the single particle wave equation, Klein-Gordon, and Schrödinger equations (Sec. 4), but can also be a spinor, as in the Dirac equation, and a four-vector as in the Proca, d’Alembert, and Poisson equations of electrodynamics. In gravitation it has been shown in previous sections that the field can be a four-vector, a symmetric and anti-symmetric tensor and, most generally, a vielbein [2]. In $O(3)$ electrodynamics [7-12] the field or potential (Feynman’s “universal influence” [5]) is the vielbein $A^a_\mu$, where the upper index denotes the Euclidean [2] complex circular basis ((1),(2),(3)) needed for the description of circular polarization in radiation. The lower index denotes non-Euclidean spacetime in general relativity. The upper index $a$ is a basis for the tangent bundle of general relativity; and if we now make the ansatz

$$A^a_\mu = A^{(0)} q^a_\mu = A^{(0)} e^a_\mu,$$  \hspace{1cm} (4.126)

we identify the internal index of $a$ the field or potential or “universal influence” in gauge field theory with the basis index of the tangent space [2] in general relativity. This identification is the key to field unification in the new wave equation (4.25). In other words field unification is achieved by choosing the eigenfunction of the wave equation to represent the different fields that are presently thought to exist in nature: scalar fields, vector fields, symmetric or anti-symmetric tensor fields, spinor fields, and most generally, vielbeins. The weak field is a vielbein whose $SU(2)$ internal index describes the three massive weak field bosons [5], and the strong field is a vielbein whose $SU(3)$ internal index represents gluons. The internal index of the weak field therefore represents a physical tangent space of general relativity whose structure group is $SU(2)$, homomorphic with the structure group $O(3)$ of $O(3)$ electrodynamics [7-12]. The fiber bundle for both fields is therefore identified with the tangent bundle. In $O(3)$ electrodynamics the fibers are tied together with rotations in three dimensions represented by the structure group $SO(3)$ and the field is defined on this tangent or fiber bundle by the vielbein $A^a_\mu$. In weak field theory precisely the same procedure is followed, but the structure group becomes $SU(2)$ and the field becomes the vielbein $W^a_\mu$, whose three internal indices represent the three massive weak field bosons. In strong field theory the structure group is $SU(3)$ and the vielbein becomes $S^a_\mu$, where there are eight...
indices $a$ \[^5\]. The \textit{ansatz} (4.126) therefore implies that the massive bosons of the weak field and the gluons of the strong field are different manifestations of the photons with indices (1), (2), and (3) of \(O(3)\) electrodynamics. The \(O(3)\) photons, the weak field bosons and the gluons are described by Eq. (4.25) in which the eigenfunctions are respectively \(A^a_\mu, W^a_\mu,\) and \(S^a_\mu,\) i.e., by the three wave equations of general relativity

\[
(\Box + kT)A^a_\mu = 0, \tag{4.127}
\]

\[
(\Box + kT)W^a_\mu = 0, \tag{4.128}
\]

\[
(\Box + kT)S^a_\mu = 0. \tag{4.129}
\]

In other words, the internal indices of the \(O(3),\) weak and strong fields are different representations of the basis used to represent the tangent space in general relativity. The \(O(3)\) electromagnetic field is represented by a vielbein in which the tangent space is defined in the \(O(3)\) symmetry complex circular basis ((1),(2),(3)) \[^7-12\]. This basis for the vielbein of the weak field becomes the three \(SU(2)\) matrices (Pauli matrices), and there are eight \(SU(3)\) symmetry matrices (geometrical generalizations \[^5\] of the three complex two by two Pauli matrices to eight complex three by three matrices). These different basis representations are all representations of the same physical tangent space in general relativity.

In the currently accepted convention of the standard model and grand unified field theory the electromagnetic sector is represented by the field or potential \(A_\mu\) in which there is no internal index, and the abstract fiber bundle of gauge field theory is not identified with the physical tangent bundle of general relativity. Consequently the standard model suffers from the inconsistencies described in the introduction, the most serious of these inconsistencies is that the Principle of General Relativity is not followed in the currently accepted convention known as “the standard model”–the Principle is applied to the gravitational field in the standard model but not to the electromagnetic, weak, and strong fields.

In \(O(3)\) electrodynamics the \textit{ansatz} (4.126) implies that

\[
A_\mu = A^{(0)}q_\mu = \frac{1}{g} \cdot \frac{1}{R} \partial_\mu R, \tag{4.130}
\]

(where the scalar magnitude \(A^{(0)}\) and the differential operator \(\partial_\mu\) are the same for all three indices \(a\)). If for each index \(a\) we assume that

\[
q_\mu = \frac{ds}{dx^\mu}, \tag{4.131}
\]

then the \textit{ansatz} (4.126) implies that

\[
s = \frac{1}{gA^{(0)}} = \frac{1}{\kappa}. \tag{4.132}
\]
For each index $a$ the geodesic equation for $O(3)$ electrodynamics [7-12] becomes
\[
\frac{d\kappa^\mu}{ds} + \Gamma^\mu_{\nu\sigma} \kappa^\nu \kappa^\sigma = 0, \quad \kappa^\mu = \frac{dq^\mu}{ds},
\]
(4.133)
an equation which defines the propagation, or path taken in non-Euclidean spacetime, of the three photons (1), (2), and (3) of $O(3)$ electrodynamics.

The wave equation (4.25) becomes the d’Alembert equation of $O(3)$ electrodynamics [7-12]
\[
\Box A^a_{\mu} = -\frac{1}{\epsilon_0 c^2} j^a_{\mu}
\]
(4.134)
if we define the four-current density by the vielbein
\[
j^a_{\mu} = c^2 \epsilon_0 k T A^a_{\mu}.
\]
(4.135)
Equation (4.134) represents three wave equations [7-12], one for each photon indexed (1), (2), and (3):
\[
\Box A^{(1)}_{\mu} = -\frac{1}{\epsilon_0 c^2} j^{(1)}_{\mu},
\]
(4.136)
\[
\Box A^{(2)}_{\mu} = -\frac{1}{\epsilon_0 c^2} j^{(2)}_{\mu},
\]
(4.137)
\[
\Box A^{(3)}_{\mu} = -\frac{1}{\epsilon_0 c^2} j^{(3)}_{\mu},
\]
(4.138)
two transverse photons, (1) and (2), and one longitudinal (3). These three equations are evidently equations of general relativity, and are also gravitational wave equations multiplied on each side by the $C$ negative scalar magnitude $A^{(0)}$. It follows from the foregoing discussion that these wave equations are also equations of the weak and strong fields with $A^a_{\mu}$ replaced respectively by $W^a_{\mu}$ and $S^a_{\mu}$. The weak field limit applied to Eq. (4.127) produces three Proca equations [5,7-12], one for each photon (i.e., for each index $a = (1), (2)$ and (3)):
\[
(\Box + m^2 c^2 / \hbar^2) A^{(i)}_{\mu} = 0, \quad i = 1, 2, 3,
\]
(4.139)
and this procedure also produces the Planck/de Broglie postulate (4.95) applied to the photon, thus identifying the photon as a particle with mass. In the limit of electrostatics we obtain from Eq. (4.127) the Poisson equation
\[
\nabla^2 A_0 = -RA_0 = k T A_0,
\]
(4.140)
which shows that the source of the scalar potential $A_0$ is the scalar curvature $R$. This result appears to be an important indication of the fact that electric current can be obtained from the scalar curvature of the non-Euclidean spacetime, i.e., electromagnetic energy can be obtained from non-Euclidean spacetime through devices such as the motionless electromagnetic generator [12].

The identification of the $O(3)$ electromagnetic field as a vielbein implies that the unit vectors $e^{(1)}, e^{(2)}, e^{(3)}$ of the basis described by the upper Latin
index $a$ of the vielbein are orthonormal vectors of an Euclidean tangent space to the base manifold (non-Euclidean spacetime) described by the lower Greek index $\mu$ of the vielbein. The unit vectors define the $O(3)$ symmetry cyclic equations [7-12]:

\[
e^{(1)} \times e^{(2)} = ie^{(3)*},
\]
\[
e^{(2)} \times e^{(3)} = ie^{(1)*},
\]
\[
e^{(3)} \times e^{(1)} = ie^{(2)*},
\]

and can be used to define a tangent at any point $p$ of a curve in the non-Euclidean spacetime used to define the base manifold. The basis unit vectors are defined in terms of the Cartesian unit vectors of the tangent space by [7-12]

\[
e^{(1)} = (1/\sqrt{2})(i - ij),
\]
\[
e^{(2)} = (1/\sqrt{2})(i + ij),
\]
\[
e^{(3)} = k.
\]

It follows that the $O(3)$ electromagnetic field is defined in terms of the metric vectors:

\[
A^{(1)} = A^{(0)}/\sqrt{2}(i - ij)e^{i\phi} = A^{(0)}q^{(1)},
\]
\[
A^{(2)} = A^{(0)}/\sqrt{2}(i + ij)e^{-i\phi} = A^{(0)}q^{(2)},
\]
\[
A^{(3)} = A^{(0)}k = A^{(0)}q^{(3)},
\]

where $\phi$ is the electromagnetic phase. The unit vectors $e^{(1)}$ and $e^{(2)}$ can be thought of as tangent vectors on a circle as illustrated in the following Argand diagram:

![Fig. 4.1. Tangent Vectors](image)

These tangent vectors are vectors of the tangent space to the base manifold. If we write

\[
q^{(1)\prime} = q^{(2)\prime} = \frac{1}{\sqrt{2}}(i \cos \phi + j \sin \phi),
\]
\[
q^{(1)\prime\prime} = -q^{(2)\prime\prime} = \frac{1}{\sqrt{2}}(i \sin \phi - j \cos \phi),
\]

(4.144)
it can be seen in the following diagram that the metric vectors are tangent vectors that rotate around a circle for any given point \( Z \):

![Diagram](image)

**Fig. 4.2. Rotating Tangent Vectors**

As we advance along the \( Z \) axis, which defines the unit vector \( e^{(3)} \) orthonormal to \( e^{(1)} \) and \( e^{(2)} \), the path drawn out is a helix, and this is the geodesic (propagation path) for \( O(3) \) radiation.

Having recognized that the \( O(3) \) electromagnetic field is defined by the vielbein in Eq. (4.25), it becomes possible to define scalar-valued components of the electromagnetic field (and scalar fields in general) as scalar-valued vielbein components such as:

\[
q^{(1)}_X = \left( \frac{1}{\sqrt{2}} \right) e^{i\phi}, \quad q^{(1)}_Y = -\left( \frac{1}{\sqrt{2}} \right) e^{i\phi},
\]

\[
q^{(2)}_X = \left( \frac{1}{\sqrt{2}} \right) e^{-i\phi}, \quad q^{(2)}_Y = \left( \frac{1}{\sqrt{2}} \right) e^{-i\phi},
\]

\[
q^{(3)}_Z = 1.
\]

These scalar-valued vielbein components are components of the tangent-space vector:

\[
q_\mu = q^{(1)}_\mu e^{(1)} + q^{(2)}_\mu e^{(2)} + q^{(3)}_\mu e^{(3)},
\]

which is defined by the three four-vectors \([7-12]\) in the base manifold \( q^{(1)}_\mu \), \( q^{(2)}_\mu \), \( q^{(3)}_\mu \), one four-vector for each index \( a = (1), (2) \) and \( (3) \). The components of the \( O(3) \) electromagnetic field are therefore

\[
A^{(1)}_\mu = A^{(0)} q^{(1)}_\mu,
\]

\[
A^{(2)}_\mu = A^{(0)} q^{(2)}_\mu.
\]
two transverse \((a = 1)\) and \((2)\) and one longitudinal \((a = 3)\).

The vielbein is well defined object in differential geometry [2] and can be used, for example, to generalize Riemann geometry through the Maurer-Cartan structure equations. The close similarity of vielbein theory to gauge theory is also well understood mathematically [2], but in the currently accepted convention of the standard model the vielbein has not been used because the identification of the fiber bundle of gauge field theory is the tangent bundle of general relativity has not been made. In this section we have identified the internal index of \(O(3)\) electrodynamics with the tangent space of general relativity by identifying \(a\) with the indices \((1), (2),\) and \((3)\). This identification allows results from vielbein theory and differential geometry to be used for unified field theory, i.e., both for general relativity and gauge theory. For example the \(O(3)\) gauge field is defined by [2]:

\[
G^{a}_{\mu\nu} = (dA)^{a}_{\mu\nu} + (\omega \wedge A)^{a}_{\mu\nu} = \partial_{\mu}A^{a}_{\nu} - \partial_{\nu}A^{a}_{\mu} + \omega^{a}_{\mu b}A^{b}_{\nu} - \omega^{a}_{\nu b}A^{b}_{\mu},
\]  

which is a covariant exterior derivative in differential geometry. In Eq. (4.150) \(\omega^{a}_{\mu b}\) is a spin affine connection. In gauge field theory the \(O(3)\) electromagnetic gauge field is defined by the gauge-invariant commutator of covariant derivatives [5,7-12]:

\[
G^{a}_{\mu\nu} = \frac{i}{g}[D_{\mu}, D_{\nu}] = \partial_{\mu}A^{a}_{\nu} - \partial_{\nu}A^{a}_{\mu} + g(A^{b}_{\mu}A^{c}_{\nu} - A^{b}_{\nu}A^{c}_{\mu}).
\]  

A comparison of Eq. (4.150) and (4.151) defines the spine affine connections in terms of the \(O(3)\) fields or vector potentials:

\[
\omega^{a}_{\mu b}A^{b}_{\nu} - \omega^{a}_{\nu b}A^{b}_{\mu} = g(A^{b}_{\mu}A^{c}_{\nu} - A^{b}_{\nu}A^{c}_{\mu}) = g\epsilon_{abc}A^{b}_{\mu}A^{c}_{\nu}.
\]  

Thus, the field or potential or "universal influence" \(A^{a}_{\mu}\) has been defined in this section in terms of the scalar curvature in general relativity and also in terms of the spin affine connections. The gauge field \(G^{a}_{\mu\nu}\) is invariant under the gauge transformation (4.128); i.e., if

\[
A_{\mu} \rightarrow A_{\mu} - \frac{i}{g} \frac{1}{S}\partial_{\mu}S,
\]  

the gauge field is unchanged. This result is true for all four fields. In gravitation the equivalent of the gauge field is the Riemann tensor, which is covariant under coordinate transformation, while the Christoffel symbol is not covariant under coordinate transformation because it is not a tensor [2].

Some powerful results of vielbein theory may be translated directly into the language of unified field theory developed in this Letter, for example
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The first of the Maurer-Cartan structure relations [2] of differential geometry is

\[ dT^a + \omega_{b} \wedge T^{b} = R_{b}^{a} \wedge e^{b} \] (4.154)

and states that the covariant exterior derivative of the torsion form \( T^a \) (left-hand side of Eq. (4.154) is the wedge product of the Riemann form \( R_{b}^{a} \) and vielbein form \( e^{b} \) (right-hand side of Eq. (4.154)). Equation (4.154) is the inhomogeneous field equation of \( O(3) \) electrodynamics:

\[ D_{\mu} G^{\mu\nu,a} = \frac{1}{\mu_0} j^{\nu,a}, \] (4.155)

where the charge-current density vielbein is defined by Eq. (4.135) of this Section. Equations (4.154) and (4.155) are equations of unified field theory—the torsion form \( T^a \) represents electromagnetism (or the weak and strong fields), and the Riemann form \( R_{b}^{a} \) represents gravitation. In Ref. (1) the inhomogeneous equation (4.153) was inferred from Eq. (4.45) by multiplying it on both sides by the wedge \( \wedge A^{\mu}_{\nu} \), and by defining the electromagnetic field tensor as

\[ G_{\mu\nu} = G^{(0)}(R_{\mu} \wedge q_{\nu} - R_{2} q_{\mu} \wedge q_{\nu}) \] (4.156)

and the charge current density as

\[ j^{\nu} = \mu_0 G^{(0)}k D_{\mu}(T^{\mu} \wedge q^{\nu}). \] (4.157)

The gravitational field and Riemann tensor were defined [1] by multiplying the novel field Eq. (4.45) on both sides by \( q_{\nu} \), so Eq. (4.45), the classical analogue of the wave equation (4.25) is an equation of unified field theory.

The second Maurer-Cartan structure relations is the Bianchi identity, and translates into the Bianchi identity of gravitation [2,5], and also into the identity (4.107) used in Sec. 4 to derive the gauge invariance equation (4.113). In \( O(3) \) electrodynamics it becomes the homogeneous field equation [1], the Jacobi identity

\[ D_{\mu} \tilde{G}^{\mu\nu,a} := 0, \] (4.158)

where \( \tilde{G}^{\mu\nu,a} \) is the dual [5,7-12] of \( G^{a}_{\mu\nu} \).

The tetrad postulate of vielbein theory, Eq. (4.6), translates into the \( O(3) \) symmetry cyclic relations

\[ \partial_i q^{(1)*}_{j} = -i\kappa q^{(2)}_{i} \times q^{(3)}_{j}, \]
\[ \partial_i q^{(2)*}_{j} = -i\kappa q^{(3)}_{i} \times q^{(1)}_{j}, \]
\[ \partial_i q^{(3)*}_{j} = -i\kappa q^{(1)}_{i} \times q^{(2)}_{j} \] (4.159)

between space indices of the base manifold \( (\mu = i = 1, 2, 3) \).
4.5 Some Fundamental Equations Of Physics Derived From The Wave Equation

In this section the $O(3)$ electromagnetic gauge field has been identified in three different ways: Eqs. (4.150), (4.151), and (4.156). Self-consistency demands that these three definitions by the same, giving Eq. (4.152), for example. This equation relates the spin affine connection and the vector potential. Comparing equations (4.151) and (4.156) gives the important result

$$G(0)\left( R^a_\mu \land q^a_\nu - \frac{R}{2} q^a_\mu \land q^a_\nu \right) = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g \epsilon_{abc} A^b_\mu A^c_\nu,$$

(4.160)

which indicates that the group structure of generally covariant electrodynamics is non-Abelian and that generally covariant electrodynamics must be a gauge field theory with an internal gauge group such as $O(3)$, of higher symmetry than the conventional $U(1)$ of the standard model. The wedge product $R_\mu \land q_\nu$ is accordingly identified as

$$R^a_\mu \land q^a_\nu = \frac{1}{G(0)} \left( \partial_\mu A^a_\nu - \partial_\nu A^a_\mu \right)$$

(4.161)

and the wedge product $q_\mu \land q_\nu$ as

$$\frac{R}{2} q_\mu \land q_\nu = -\frac{g}{G(0)} \epsilon_{abc} A^b_\mu A^c_\nu.$$

(4.162)

If electrodynamics were a $U(1)$ Abelian theory, then the wedge product $q_\mu \land q_\nu$ would be zero:

$$q_\mu \land q_\nu = q_\mu q_\nu - q_\nu q_\mu = 0.$$

(4.163)

The electromagnetic field would then disappear because [1]

$$R_\mu = \frac{1}{4} R q_\mu.$$

(4.164)

The tetrad postulate in $U(1)$ symmetry gauge field theory would reduce to

$$D_\mu q_\nu = (\partial_\mu - ig A_\mu) q_\nu = (\partial_\mu - ig A^{(0)} A_\mu) q_\nu = 0.$$

(4.165)

The $U(1)$ gauge field would then be

$$G_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu = ig A^{(0)}(q_\mu q_\nu - q_\nu q_\mu) = 0$$

(4.166)

and would vanish, a result that is self consistent with Eq. (4.164). It is concluded that general relativity implies higher symmetry electrodynamics, a result that is crucial for the development of a unified field theory.

Finally in this section we use another important result of vielbein theory to derive the Dirac equation from the wave equation (4.25): the vielbein allows spinors to be developed in non-Abelian spacetime. Each component of the spinor must obey a Klein-Gordon equation (Ref. [5], p. 45). The Klein-Gordon equation is obtained from the wave equation (4.25) by considering the four scalar components of the vielbein (there are four such components...
for each index \(a\). The solutions of the Dirac equation for a particle at rest are the positive and negative solutions, respectively,
\[ \psi = u(0) \exp(-imt), \quad \psi = v(0) \exp(imt). \] (4.167)

The two positive energy and two negative energy spinors in this limit become
\[
\begin{align*}
u^{(1)}(0) &= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \\
u^{(2)}(0) &= \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \\
v^{(1)}(0) &= \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \\
v^{(2)}(0) &= \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\end{align*}
\] (4.168)

and these are identified as components of the vielbein. The Dirac equation has been obtained from the wave equation (4.25), which uses the vielbein as eigenfunction.

### 4.6 Discussion

The key to field unification (unification of general relativity and gauge theory) in this Letter is the realization that the internal index (fiber bundle index) of gauge theory is the tangent bundle index of general relativity. Fundamental geometry shows that this internal index is present in basic relations such as the one between Cartesian unit vectors in Euclidean spacetime, \(i \times j = k\) in cyclic permutation. This internal index is implicitly assumed to exist in everyday geometry in flat space, but is the key to realizing that the most general eigenfunction for the wave equation (4.25) must be a vielbein. The unit vectors \(i, j, k\) (or \(e^{(1)}, e^{(2)}, e^{(3)}\) of the complex circular basis) are most generally vielbeins. It follows in generally covariant electrodynamics that the field \(A^a_{\mu}\) is also a vielbein and that the gauge group symmetry of electrodynamics must be \(O(3)\) or higher. The existence of a \(U(1)\) gauge field theory is prohibited by fundamental geometry, because in such a theory the internal index of the vielbein is missing. This is geometrically incorrect. These results are proven as follows.

Consider the displacement vector [1,14,15] in the three dimensions of Euclidean space:
\[ r = X i + Y j + Z k. \] (4.169)

The Cartesian unit vectors are
\[
\begin{align*}
i &= \frac{\partial r}{\partial X} / \left| \frac{\partial r}{\partial X} \right|, \\
j &= \frac{\partial r}{\partial Y} / \left| \frac{\partial r}{\partial Y} \right|, \\
k &= \frac{\partial r}{\partial Z} / \left| \frac{\partial r}{\partial Z} \right|,
\end{align*}
\] (4.170)

and the three metric vectors are [1,18,19]
\[
\begin{align*}
q_X &= q^a(a = 1) = \left| \frac{\partial r}{\partial X} \right| i, \\
q_Y &= q^a(a = 2) = \left| \frac{\partial r}{\partial Y} \right| j, \\
q_Z &= q^a(a = 3) = \left| \frac{\partial r}{\partial Z} \right| k.
\end{align*}
\] (4.171)
It follows that in Euclidean space that both the unit and metric vector components must be labeled with an upper and lower index:

\[ q^1_1 = -1, \quad q^1_2 = 0, \quad q^1_3 = 0, \]
\[ q^2_1 = 0, \quad q^2_2 = -1, \quad q^2_3 = 0, \]
\[ q^3_1 = 0, \quad q^3_2 = 0, \quad q^3_3 = -1, \]
\[ q^1_1 = -i_1 = i_1 = 1, \text{ etc.} \quad (4.172) \]

These results extend to Euclidean spacetime on using the index 0

\[ q^0_0 = 1, \quad q^0_1 = 0, \quad q^0_2 = 0, \quad q^0_3 = 0. \quad (4.173) \]

Equations (172) and (4.173) define the vielbein \( q^a_\mu \) where \( a = 0, 1, 2, 3 \), and \( \mu = 0, 1, 2, 3 \). More precisely, the vielbein is a vierbein or tetrad \([2]\) because there are four internal or tangent space indices \( a \) and four indices \( \mu \) of the base manifold. If the tetrad is used in the context of general relativity the \( a \) index becomes the tangent space index, and if the tetrad is used in gauge theory \( a \) is the index of the internal space that defines the gauge group. Therefore fundamental geometry shows that the tetrad can be used both in general relativity and gauge theory, and this is the key to field unification.

In Ref. [1] it has been shown that both the gravitational and electromagnetic field originate in Eq. (4.45): if the gravitational field is described through the symmetric metric tensor \( q^\mu_\nu \) then the electromagnetic field must be described through the anti-symmetric tensor:

\[ G^\mu_\nu = G^{(0)} \left( R^{(S)} + q^\mu_\nu - \frac{1}{2} R q^\mu_\nu \right). \quad (4.174) \]

This is again a result of geometry, essentially the result states that there exists a dot product between two vectors (symmetric metric tensor \( q^\mu_\nu \), used to describe the gravitational field) there must exist a cross product between the same two vectors (anti-symmetric metric tensor \( q^\mu_\nu \), used to describe the electromagnetic field). Taking the definition [1]

\[ R^\mu_\nu(S) R^\mu_\nu = q^\mu_\nu R^\mu_\nu = -2 q^\mu_\nu R^\mu_\nu, \quad q^\mu_\nu = -2. \quad (4.175) \]

it follows that

\[ R^\mu_\nu = \frac{1}{4} R q^\mu_\nu, \quad G^\mu_\nu = \frac{1}{4} G^{(0)} R \left( q^\mu_\nu - 2 q^\mu_\nu \right) \quad (4.176) \]

and that the electromagnetic field can be written in general as the wedge product:

\[ G^\mu_\nu = -\frac{1}{4} G^{(0)} R (q^\mu_\nu \wedge q^\mu_\nu). \quad (4.177) \]

The minus sign in Eq. (4.177) is a matter of convention and so the electromagnetic field can be succinctly expressed, within a factor \( B^{(0)} \), as the wedge product of \( q^\mu_\nu \) and \( q^\mu_\nu \):
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\[ G_{\mu\nu} = B^{(0)}(q_{\mu} \wedge q_{\nu}), \]  

(4.178)

where \( B^{(0)} \) has the units of magnetic flux density [7-12]:

\[ B^{(0)} = \frac{1}{4} G^{(0)} R. \]  

(4.179)

The wedge product of two one forms in differential geometry is defined [2] by

\[ A \wedge B = (A \wedge B)_{\mu\nu} = A_{\mu}B_{\nu} - A_{\nu}B_{\mu}. \]  

(4.180)

Therefore the wedge product vanishes if \( q_{\mu} \) and \( q_{\nu} \) are considered as four vectors with no internal index. It follows that electromagnetism cannot be a gauge theory with no internal index, and therefore cannot be a \( U(1) \) gauge field theory. The wedge product of the two vielbeins \( q^a_{\mu} \) and \( q^b_{\nu} \) is

\[ (q^a \wedge q^b)_{\mu\nu} = q^a_{\mu}q^b_{\nu} - q^a_{\nu}q^b_{\mu}, \]  

(4.181)

and the electromagnetic field is the differential two-form

\[ G^c_{\mu\nu} = B^{(0)}(q^a \wedge q^b)_{\mu\nu}. \]  

(4.182)

In differential geometry, the Greek indices become redundant (i.e., can be assumed implicitly to be always the same on the left and right hand sides of an equation in differential geometry, the theory of differential forms), so the Greek indices can be suppressed [2]. Equation (4.182) can therefore be written as

\[ G^c = B^{(0)}q^a \wedge q^b, \]  

(4.183)

and, within a factor \( B^{(0)} \), the electromagnetic field is a torsion two form \( T^c \):

\[ G^c = B^{(0)}T^c = B^{(0)}q^a \wedge q^b. \]  

(4.184)

The first Maurer-Cartan structure relation (Eq. (4.154)) relates the torsion two form to the Riemann form, and so the first Maurer-Cartan structure relation becomes a relation between gravitation (Riemann form) and electromagnetism (torsion form). By adjusting the index \( a \) on the torsion form, the Maurer-Cartan structure relation becomes one between the weak field and gravitation, and the strong field and gravitation. This inter-relation between fields is a result of geometry and of the novel grand unified field theory developed in this Letter.

In the language of tetrads and wedge products the geometrical equation

\[ i \times j = k \]

becomes

\[ (q^1 \wedge q^2)_{12} = q^2_1 \wedge q^2_2 = q^1_1 q^2_2 - q^1_2 q^2_1 = q^1_1 q^2_2 = (q^3_1)_2 = q^1_3. \]  

(4.185)

in Euclidean spacetime in the Cartesian basis the tetrad is non-zero if and only if \( a = \mu_1 \) so it has been implicitly assumed that \( q^a_{\mu} \) can be written as \( q_{\mu} \). This assumption means that the existence of the internal index \( a \) in
basic geometry has been overlooked. In gauge theory this has led to the incorrect assumption that there can exist a gauge theory (electromagnetism) with no internal index. Careful consideration shows however that the unit vectors \( \mathbf{i}, \mathbf{j}, \mathbf{k} \) are the following tetrad components:

\[
-\mathbf{i} := (0, q^1, 0, 0), \quad -\mathbf{j} := (0, 0, q^2, 0), \quad -\mathbf{k} := (0, 0, 0, q^3). \tag{4.186}
\]

In a non-Euclidean space (base manifold) defined \([1,14,15]\) by the curvilinear coordinate basis \((u_1, u_2, u_3)\) the unit vectors are the orthonormal tangent space vectors

\[
\mathbf{e}^a = \frac{\partial \mathbf{r}}{\partial u^a} / \left| \frac{\partial \mathbf{r}}{\partial u^a} \right|, \quad a = 1, 2, 3, \tag{4.187}
\]

obeying the \(O(3)\) cyclic relations

\[
\mathbf{e}^1 \times \mathbf{e}^2 = \mathbf{e}^3, \quad \text{et cyclicum}, \tag{4.188}
\]

and the metric vectors are

\[
q^a = \frac{\partial \mathbf{r}}{\partial u^a}, \quad a = 1, 2, 3, \tag{4.189}
\]

i.e., the tetrad components

\[
q^a_1 = -\frac{\partial X}{\partial u^a}; \quad q^a_2 = -\frac{\partial Y}{\partial u^a}; \quad q^a_3 = -\frac{\partial Z}{\partial u^a}. \tag{4.190}
\]

The tetrad in four-dimensional spacetime is therefore \(q^a_{\mu}\). The upper index \(a\) of the tetrad denotes a flat, orthonormal tangent spacetime, and the lower index \(\mu\) the non-Euclidean base manifold (the non-Euclidean spacetime of general relativity). The structure factors \([1]\) are:

\[
h^a = (q^a_0 q^{\alpha 0} - q^a_1 q^{\alpha 1} - q^a_2 q^{\alpha 2} - q^a_3 q^{\alpha 3}). \tag{4.191}
\]

In general relativity the metric \(q^a_{\mu}\) always has an upper index \(a\), and a lower index \(\mu\), and the tetrad \(q^a_{\mu}\) is the eigenfunction of the wave equation (4.25) of grand unified field theory. It has been demonstrated in this Letter that this wave equation is the direct result of the tetrad postulate, Eq. (4.6), and so is the direct result of geometry. More generally, it has also been demonstrated in this Letter that there must exist an internal index \(a\) in all geometrical relations, such as the relation between Cartesian unit vectors \(\mathbf{i}, \mathbf{j}, \mathbf{k}\).

\(O(3)\) electrodynamics \([7-12]\) is therefore Eq. (4.178) when the internal index \(a\) is (1), (2), and (3), and \(O(3)\) electrodynamics is the direct result of general relativity, and of geometry. In other words the very existence of gravitation is empirical evidence for the existence of \(O(3)\) electrodynamics, because gravitation is described through \(q^a_{\mu} q^a_{\nu}\) and \(O(3)\) electrodynamics by \(q^a_{\mu} \wedge q^b_{\nu}\). Both fields originate in the classical equation (4.45) \([1]\), which is the classical limit of the wave equation (4.25). In \(O(3)\) electrodynamics the tetrad postulate (6) becomes the cyclic equations with \(O(3)\) symmetry:
\[
\begin{align*}
\partial_\mu A^{(3)*}_{\nu} &= -igA^{(1)}_{\mu} \times A^{(2)}_{\nu}, \\
\partial_\mu A^{(1)*}_{\nu} &= -igA^{(2)}_{\mu} \times A^{(3)}_{\nu}, \\
\partial_\mu A^{(2)*}_{\nu} &= -igA^{(3)}_{\mu} \times A^{(1)}_{\nu},
\end{align*}
\] (4.192)

where we have used the relation \( A^a_{\mu} = \mathcal{A}^{(0)} q^a_{\mu}. \) The tetrad postulate (4.6) shows that:

\[
\begin{align*}
\partial_\mu A^{(1)*}_{\nu} - \partial_\nu A^{(1)*}_{\mu} &= -igA^{(2)}_{\mu} \times A^{(3)}_{\nu}, \\
\partial_\mu A^{(2)*}_{\nu} - \partial_\nu A^{(2)*}_{\mu} &= -igA^{(3)}_{\mu} \times A^{(1)}_{\nu}, \quad (4.193) \\
B^{(3)*}_{\mu\nu} &= -igA^{(1)}_{\mu} \times A^{(2)}_{\nu}.
\end{align*}
\]

The gauge field in \( O(3) \) electrodynamics is defined by the cyclic relations [7-12]

\[
\begin{align*}
G^{(3)*}_{\mu\nu} &= \partial_\mu A^{(3)*}_{\nu} - \partial_\nu A^{(3)*}_{\mu} - igA^{(1)}_{\mu} \times A^{(2)}_{\nu}, \\
G^{(1)*}_{\mu\nu} &= \partial_\mu A^{(1)*}_{\nu} - \partial_\nu A^{(1)*}_{\mu} - igA^{(2)}_{\mu} \times A^{(3)}_{\nu}, \quad (4.194) \\
G^{(2)*}_{\mu\nu} &= \partial_\mu A^{(2)*}_{\nu} - \partial_\nu A^{(2)*}_{\mu} - igA^{(3)}_{\mu} \times A^{(1)}_{\nu}.
\end{align*}
\]

But we know from Eq. (4.178) that

\[
\begin{align*}
G^{(3)*}_{\mu\nu} &= -iB^{(0)} q^{(1)}_{\mu} \times q^{(2)}_{\nu}, \\
G^{(1)*}_{\mu\nu} &= -iB^{(0)} q^{(2)}_{\mu} \times q^{(3)}_{\nu}, \quad (4.195) \\
G^{(2)*}_{\mu\nu} &= -iB^{(0)} q^{(3)}_{\mu} \times q^{(1)}_{\nu},
\end{align*}
\]

so in \( O(3) \) electrodynamics there exist the following three fundamental relations:

\[
gA^{(1)}_{\mu} \times A^{(2)}_{\nu} = B^{(0)} q^{(1)}_{\mu} \times q^{(2)}_{\nu}, \quad \text{et cyclicum.} \quad (4.196)
\]

Finally the realization that the electromagnetic field must be a tetrad allows the description of the internal space by any appropriate index of the orthonormal tangent space, for example \( a \) can be (1),(2),(3) of the complex circular basis, or it can be \( (X,Y,Z) \) of the Cartesian basis. So \( O(3) \) electrodynamics, or any higher symmetry electrodynamics, can be developed using any well defined index \( a \) of the tangent space of general relativity. This means that electrodynamics can be developed as an \( SU(2) \) symmetry gauge field theory, or as an \( SU(3) \) symmetry gauge field symmetry. This suggests that the weak and strong fields may both be manifestations of the electromagnetic field. Essentially, one field is changed into another by changing the index \( a \). Therefore there emerge many possible inter-relations between fields once it is realized that the index \( a \) is always present in the tetrad \( q^a_{\mu} \), i.e., in the eigenfunction of the wave equation (4.25).
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The Equations of Grand Unified Field Theory
In Terms Of the Maurer-Cartan Structure Relations of Differential Geometry

Summary. The first and second Maurer-Cartan structure relations are combined with the Evans field equation [1] for differential forms to build a grand unified field theory based on differential geometry. The tetrad or vielbein plays a central role in this theory, and all four fields currently thought to exist in nature can be described by the same equations, the tangent space index of the tetrad in general relativity being identified with the tetrad’s internal (gauge group) index in gauge theory.
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5.1 Introduction

It is currently thought that there exist four fundamental force fields in nature: gravitational, electromagnetic, weak and strong. The development of a theory of all known force fields is one which goes back to the mid-nineteenth century, when attempts were made to unify the gravitational and electromagnetic fields. The contemporary theory of all four fields is known as “grand unified field theory” (GUFT). Recently a generally covariant, classical field/matter equation [1] and wave equation of quantum field/matter theory [2] was developed and applied to GUFT. In this theory the tangent bundle of generally relativity [3] is also the fiber bundle of gauge theory [4]. Both the tangent and fiber bundles are described [2] by the tetrad (or vielbein) $q^a_\mu$ [3] whose orthonormal tangent space index $a$ becomes the index both of the tangent space in general relativity and of the fiber bundle space in gauge theory. The index $\mu$ of the tetrad is that of the non-Euclidean base manifold. In general relativity, the base manifold is non-Euclidean space-time in four dimensions. GUFT is thereby developed [1,2] as a theory of general relativity [3], in which all the equations of physics are generally covariant. In quantum GUFT [2] the tetrad is the eigenfunction of the generally covariant wave equation [2] from which is obtained the equations of the quantized force and matter fields in nature. Examples of such equations in classical field/matter theory are the
Einstein field equation and the equations of generally covariant electrodynamics \([5-10]\), namely the \(O(3)\) electrodynamic field/matter equations. These were obtained from the classical equation introduced in Ref. \([1]\). Equations of quantum field/matter theory such as the single particle wave equation, the Schrödinger equation, the Klein-Gordon and Dirac equations, were obtained from the quantized equation in Ref. \([2]\). The latter is a generally covariant, second-order wave equation which also gives wave and quantum field equations in higher symmetry electrodynamics \([5-10]\), the \(O(3)\) d’Alembert and Proca equations. Electrodynamics is thereby developed into a generally covariant theory, as required by the principle of general relativity \([11]\). The generally covariant wave equation \([2]\) was used as a theory of the weak and strong fields by recognizing that the internal index of the tetrad is both the fiber bundle index of gauge field theory \([3]\) and the tangent space index of general relativity. The internal gauge group index of the parity-violating weak field \([4]\) therefore becomes a manifestation of geometry and is closely related to the internal \(O(3)\) symmetry gauge group index \(a = (1), (2), (3)\) of \(O(3)\) electrodynamics, where \(((1),(2),(3))\) denotes the orthonormal, \(O(3)\) symmetry, complex circular basis of three-dimensional Euclidean space \([5-10]\). By developing the basis \(((1),(2),(3))\) with an \(SU(3)\) representation it becomes possible to apply the generally covariant classical \([1]\) and quantum \([2]\) equations into equations in the strong field \([4]\).

In this theory, physics is reduced to geometry. The tetrad is used \([2,3]\) to introduce differential geometry into general relativity, and in this Letter the classical and quantum equations developed in Refs. \([1]\) and \([2]\) are combined with the Maurer-Cartan structure relations to give a GUFT theory based entirely on differential geometry \([3]\). In so doing, it is seen that all four fields are manifestations of differential geometry and can be inter-related with the structure relations combined with the Evans equations \([1,2]\) expressed as equations in differential forms \([3,4]\). If the index \(a\) represents the tangent space of the base manifold representing gravitation then the Evans equations \([1,2]\) are those of gravitation. If the index \(a\) has an \(O(3)\) symmetry with the basis \(((1),(2),(3))\), the Evans equations are those of generally covariant, or higher symmetry, electromagnetism \([1,2,5-10]\). If the index \(a\) has an \(SU(2)\) symmetry, the Evans equations are those of the parity-violating weak field; and if the index \(a\) has \(SU(3)\) symmetry, the Evans equations are those of the strong field. In order to build the theory from first geometrical principles Sec. 5.2 gives a description of the tetrad at work in \(O(3)\) electrodynamics, and Sec. 5.3 gives the Evans equations as equations between differential forms and combines them with the Maurer-Cartan structure relations.
5.2 The Tetrad In Generally Covariant (O(3)) Electrodynamics

Define the base manifold in general as the non-Euclidean spacetime indexed by \( \mu = (0, 1, 2, 3) \). In this manifold define the infinitesimal displacement vector in the space basis \((u_1, u_2, u_3)\):

\[
dr = \frac{\partial r}{\partial u_1} du_1 + \frac{\partial r}{\partial u_2} du_2 + \frac{\partial r}{\partial u_3} du_3
\]  
(5.1)

and the three metric vectors \([2,9,11]\):

\[
q^1 = \frac{\partial r}{\partial u_1}, \quad q^2 = \frac{\partial r}{\partial u_2}, \quad q^3 = \frac{\partial r}{\partial u_3}.
\]  
(5.2)

Define the orthonormal tangent spacetime by the index \( a \) of the \( O(3) \) symmetry complex circular basis:

\[
e^{(1)} \times e^{(2)} = ie^{(3)} \text{ et cyclicum},
\]  
(5.3)

whose unit vectors are related to the orthonormal Cartesian unit vectors \( i, j, k \) of the tangent space by

\[
e^{(1)} = \frac{1}{\sqrt{2}}(i - ij), \quad e^{(2)} = \frac{1}{\sqrt{2}}(i + ij), \quad e^{(3)} = k.
\]  
(5.4)

In the tangent space, the displacement vector is

\[
dr = \frac{\partial r}{\partial e^{(1)}} de^{(1)} + \frac{\partial r}{\partial e^{(2)}} de^{(2)} + \frac{\partial r}{\partial e^{(3)}} de^{(3)},
\]  
(5.5)

and the three orthonormal metric vectors in the tangent space are

\[
q^{(1)} = \frac{\partial r}{\partial e^{(1)}} = e^{(1)},
\]

\[
q^{(2)} = \frac{\partial r}{\partial e^{(2)}} = e^{(2)},
\]

\[
q^{(3)} = \frac{\partial r}{\partial e^{(3)}} = e^{(3)}.
\]  
(5.6)

Let the orthonormal tangent space rotate and translate with respect to the space \( i = 1, 2, 3 \) by introducing the phase \( \phi = \omega t - \kappa Z \) of the wave equation [5-10]. Here \( \omega \) is an angular frequency at instant \( t \) and \( \kappa \) is a wave-vector at point \( Z \). The orthonormal tangent space is thereby defined by the metric vectors

\[
q^{(1)} = e^{(1)} e^{i\phi}, \quad q^{(2)} = e^{(2)} e^{-i\phi}, \quad q^{(3)} = e^{(3)}
\]  
(5.7)

whose magnitudes are

\[
q^{(1)} = \frac{1}{\sqrt{2}}(1 - i)e^{i\phi}, \quad q^{(2)} = \frac{1}{\sqrt{2}}(1 + i)e^{-i\phi}, \quad q^{(3)} = 1.
\]  
(5.8)
The components of the tangent space and base manifold are inter-related by the tetrad (or vielbein) matrix, whose space-like components form a $3 \times 3$ invertible matrix

$$\begin{bmatrix}
q^{(1)}_1 & q^{(1)}_2 & q^{(1)}_3 \\
q^{(2)}_1 & q^{(2)}_2 & q^{(2)}_3 \\
q^{(3)}_1 & q^{(3)}_2 & q^{(3)}_3
\end{bmatrix}
= \begin{bmatrix}
q^{(1)}_1 & q^{(1)}_2 & q^{(1)}_3 \\
q^{(2)}_1 & q^{(2)}_2 & q^{(2)}_3 \\
q^{(3)}_1 & q^{(3)}_2 & q^{(3)}_3
\end{bmatrix}
\begin{bmatrix}
q^1 \\
q^2 \\
q^3
\end{bmatrix}.
\tag{5.9}
$$

This expression means that the coordinate system defined by the metric vectors $q^{(1)}, q^{(2)}, q^{(3)}$ is rotating and translating with respect to the coordinate system defined by the metric vectors $q^1, q^2, q^3$.

Let the components of the tetrad matrix be

$$q^a_\mu := q^{(1)}_1 q^{(2)}_2 \cdots, \tag{5.10}$$

then these define the $O(3)$ electromagnetic field [1,2,5-10] or potential:

$$A^a_\mu := A^{(1)}_1, A^{(1)}_2, \cdots \tag{5.11}$$

through the Evans wave equation [2], which is an eigenequation with the tetrad

$$A^a_\mu = A^{(0)} q^a_\mu \tag{5.12}$$
as the eigenfunction.

The inverse of the tetrad matrix is defined by [12]

$$A^\mu_a := (A^a_\mu)^{-1} = \text{adj } A^a_\mu/|A^a_\mu|, \tag{5.13}$$

where $\text{adj } A^a_\mu$ is the adjoint and $|A^a_\mu|$ the determinant of the tetrad matrix. (The Evans equations are obtained from the determinant $|A^a_\mu|$ using the appropriate Lagrangian and variational methods [3,13]). The adjoint matrix is the matrix of cofactors:

$$\text{adj } A^a_\mu = \frac{1}{A^{(0)}}
\begin{bmatrix}
q^{(2)}_2 q^{(3)}_3 - q^{(2)}_3 q^{(3)}_2 & q^{(2)}_1 q^{(3)}_3 - q^{(2)}_3 q^{(3)}_1 & q^{(2)}_1 q^{(3)}_2 - q^{(2)}_2 q^{(3)}_1 \\
q^{(1)}_2 q^{(3)}_3 - q^{(1)}_3 q^{(3)}_2 & q^{(1)}_1 q^{(3)}_3 - q^{(1)}_3 q^{(3)}_1 & q^{(1)}_1 q^{(3)}_2 - q^{(1)}_2 q^{(3)}_1 \\
q^{(1)}_2 q^{(2)}_3 - q^{(1)}_3 q^{(2)}_2 & q^{(1)}_2 q^{(2)}_3 - q^{(1)}_3 q^{(2)}_1 & q^{(1)}_1 q^{(2)}_2 - q^{(1)}_2 q^{(2)}_1
\end{bmatrix}.
\tag{5.14}$$

The cofactors can be expressed in terms of the elements of the matrix $q^a_\mu$, by using the $O(3)$ cyclic relation that defines the orthonormal, Euclidean, tangent space $a$:

$$e^{(2)}_2 e^{(3)}_3 - e^{(2)}_3 e^{(3)}_2 = -ie^{(1)}_1, \quad -ie^{(2)}_1, \quad \text{etc.} \tag{5.15}$$

Thus,
\[ q^{(2)}_2 q^{(3)}_3 - q^{(2)}_3 q^{(3)}_2 = -i q^{(2)}_1, \text{ etc.} \]  

and the adjoint matrix becomes

\[ \text{adj } A^\mu_a = -i A^{(0)} \begin{bmatrix} q^{(2)}_1 & q^{(1)}_1 & q^{(3)}_1 \\ q^{(2)}_2 & q^{(1)}_2 & q^{(3)}_2 \\ q^{(2)}_3 & q^{(1)}_3 & q^{(3)}_3 \end{bmatrix}. \]  

The determinant \(|A^\mu_\mu|\) is defined by

\[ A \text{ adj} A = |A| I A^{(0)}, \quad |A^\mu_\mu| = -i A^{(0)}. \]  

The inverse matrix is therefore

\[ A^\mu_a = A^{(0)} \begin{bmatrix} q^{(2)}_1 & q^{(1)}_1 & q^{(3)}_1 \\ q^{(2)}_2 & q^{(1)}_2 & q^{(3)}_2 \\ q^{(2)}_3 & q^{(1)}_3 & q^{(3)}_3 \end{bmatrix}, \]  

and we arrive at the equations

\[ A^{(0)} \begin{bmatrix} q^{(1)} \\ q^{(2)} \\ q^{(3)} \end{bmatrix} = A^\mu_a \begin{bmatrix} q^1 \\ q^2 \\ q^3 \end{bmatrix}, \quad A^{(0)} \begin{bmatrix} q^1 \\ q^2 \\ q^3 \end{bmatrix} = A^\mu_a \begin{bmatrix} q^{(1)} \\ q^{(2)} \\ q^{(3)} \end{bmatrix}. \]  

In the notation of differential geometry [3], these two equations are written as

\[ A^{(0)} q^a = A^a_\mu q^\mu, \quad A^{(0)} q^\mu = A^\mu_a q^a \]  

and define the tetrad \(A^a_\mu\) and the inverse tetrad \(A^\mu_a\). The tetrad and its inverse define the FIELDS in grand unified field theory. In other words, all four fields currently thought to exist are defined by the way in which the tangent space is related to the base manifold. The interrelation of fields is also defined by the tetrad. In the presence of gravitation, for example, the base manifold becomes curved, and the tetrad defining the electromagnetic field in Eq. (5.12) changes, so the electromagnetic field changes due to the presence of gravitation.

These considerations can be extended to the four dimensions of spacetime by interrelating the two basis four-vectors

\[ q^a := (q^{(0)}, q^{(1)}, q^{(2)}, q^{(3)}), \]  
\[ q^\mu := (q^0, q^1, q^2, q^3), \]  

in which the tetrad is defined by the four by four invertible matrix.
whose adjoint (matrix of cofactors) reads

\[
\text{adj } A^a_\mu = -i \begin{bmatrix}
q^{(0)}_0 & q^{(2)}_0 & q^{(1)}_0 & q^{(3)}_0 \\
q^{(0)}_1 & q^{(2)}_1 & q^{(1)}_1 & q^{(3)}_1 \\
q^{(0)}_2 & q^{(2)}_2 & q^{(1)}_2 & q^{(3)}_2 \\
q^{(0)}_3 & q^{(2)}_3 & q^{(1)}_3 & q^{(3)}_3
\end{bmatrix}
\]

and whose determinant is

\[
|A^a_\mu| = -i. \tag{5.25}
\]

The inverse matrix (or inverse tetrad) is therefore defined by

\[
A^a_\mu A^\nu_a = \delta^\nu_\mu. \tag{5.26}
\]

We have gone through this exercise in detail to illustrate the meaning of the tetrad in \(O(3)\) electrodynamics. It is essentially the matrix that inter-relates two frames of reference: that of the base manifold and the orthonormal tangent space. The tetrad is the eigenfunction of the Evans wave equation \([2]\), which for \(O(3)\) electrodynamics becomes the eigenequation

\[
(\Box + kT)A^a_\mu = 0, \tag{5.27}
\]

where \(k\) is the gravitational constant and \(T\) the contracted energy-momentum tensor \([2]\). The wave equation (5.27) is a direct consequence of the tetrad postulate \([2,3]\), which for \(O(3)\) electrodynamics is

\[
D_\nu A^a_\mu = 0, \tag{5.28}
\]

representing a cyclic relation \([2]\) between tetrad components (components of the \(O(3)\) electromagnetic field). The tetrad is centrally important to the theory of general relativity expressed as a theory of differential geometry \([3,13]\) and is used to derive the Maurer-Cartan structure relations \([3]\) between differential forms: the Riemann and torsion forms, valid for all types of connection. By recognizing that the tetrad is the fundamental eigenfunction in the Evans wave equation \([2]\), it follows (Sec. 5.3) that the Maurer-Cartan structure relations become field/matter relations of grand unified field theory, i.e., of all the known force fields and matter waves in nature. The wave equation \([2]\) is the quantized version of the classical field/matter equation introduced in Ref. \([1]\):

\[
R_\mu - \frac{1}{2} R q_\mu = k T_\mu. \tag{5.29}
\]
Equation (5.29) is written in terms of four-vectors in a base manifold that is in general a non-Euclidean spacetime. The field tensor in Eq. (5.29) is the four-vector
\[ G_\mu = R_\mu - \frac{1}{2} R q_\mu, \]  
(5.30)
where \( R_\mu \) is the Ricci four-vector, \( R \) the scalar curvature, \( q_\mu \) the metric four-vector, \( k \) is the Einstein constant, and \( T_\mu \) the canonical energy-momentum four-vector. In the language of differential geometry [2,3,13], Eq. (5.29) becomes a relation between the corresponding differential one-forms. In tetrad notation, Eq. (5.29) is
\[ G^a_\mu = k T^a_\mu. \]  
(5.31)
In differential geometry, the equation becomes
\[ G^a = k T^a, \]  
(5.32)
where the index \( \mu \) is implied [3]. The wave equation is differential geometry is the eigenequation with the one form (tetrad) \( q^a \) as eigenfunction:
\[ (\Box + k T)q^a = 0. \]  
(5.33)
The \( O(3) \) electromagnetic gauge field is then the two-form [2]
\[ G^c = G^{(0)} q^a \wedge q^b, \]  
(5.34)
where the wedge produce is a wedge product between one-forms [3]:
\[ (q^a \wedge q^b)_{\mu\nu} := q^a_\mu q^b_\nu - q^a_\nu q^b_\mu. \]  
(5.35)
A central result of this theory is that electrodynamics is a gauge field (Eq. (5.34)) whose internal index \( c \) is the tangent index of the base manifold in general relativity. The tangent space is an orthonormal Euclidean space whose unit vectors form an \( O(3) \) symmetry cyclic relation:
\[ e^{(1)} \times e^{(2)} = \ii e^{(3)*}, \text{ et cyclicum.} \]  
(5.36)
Thus, generally covariant electrodynamics in an \( O(3) \) symmetry gauge field theory [1,2,5-10]. This is a fundamental result of general relativity and differential geometry.

### 5.3 GUFT As Differential Geometry: Evans Equations And The Maurer-Cartan Structure Relations

Equation (5.31) is the Evans field equation (5.29) for each index \( a \). The quantities in Eq. (5.29) are defined by [1-3]
\[ R_{\mu\nu} = R_{\mu} q_\nu, \quad q_{\mu\nu} = q_\mu q_\nu, \quad T_{\mu\nu} = T_\mu q_\nu, \]  
(5.37)
where $R_{\mu\nu}$ is the Ricci tensor, $q_{\mu\nu}$ the symmetric metric tensor, and $T_{\mu\nu}$ the symmetric canonical energy-momentum tensor of Einstein’s general relativity [3]. The symmetric metric tensor is defined as

$$q_{\mu\nu} = q_{\mu} q_{\nu} \tag{5.38}$$

and [14]

$$q^{\mu\nu} q_{\mu\nu} = 4. \tag{5.39}$$

Considering the flat spacetime limit:

$$q^\mu q_\mu = -2, \quad q^\mu = (1, 1, 1, 1), \quad q_\mu = (1, -1, -1, -1). \tag{5.40}$$

More generally, Eq. (5.40) indicates that, in non-Euclidean spacetime, $q^\mu$ is the inverse metric if $q_\mu$ is the metric. The scalar curvature is

$$R = q^{\mu\nu} R_{\mu\nu} = q^\mu q^\nu R_{\mu\nu} = -2 q^\mu R_{\mu}; \tag{5.41}$$

and multiplying Eq. (5.41) on both sides by $q_\mu$ gives

$$R_\mu = \frac{1}{4} R q_\mu. \tag{5.42}$$

The Evans field equation (5.29) can therefore be developed as

$$G^a_\mu = -\frac{1}{4} R q^a_\mu = k T^a_\mu. \tag{5.43}$$

Similarly, the contracted energy-momentum tensor is defined by Einstein [14] as

$$T = q^{\mu\nu} T_{\mu\nu} = -2 q^\mu T_{\mu}. \tag{5.44}$$

Multiplication of Eq. (5.44) on both sides by $q_\mu$ gives

$$T_\mu = \frac{1}{4} T q_\mu. \tag{5.45}$$

Therefore, the Evans field equation becomes the classical equation

$$R q^a_\mu = -k T q^a_\mu, \tag{5.46}$$

which is the contracted form of Einstein’s field equation

$$R = -k T \tag{5.47}$$

multiplied on both sides by the tetrad $q^a_\mu$. The Evans wave equation [2]

$$\Box q^a_\mu = R q^a_\mu = -k T q^a_\mu \tag{5.48}$$

is obtained from the tetrad postulate and is the quantized version of Eq. (5.47).
5.3 Evans Equation & Maurer-Cartan Structure Relation

The classical and quantum Evans equations are equations for the fundamental field in grand unified field theory. In both cases the field is recognized as the tetrad. The tetrad represents the components indexed $\mu$ of the coordinate basis vectors in terms of the components indexed $a$ of the orthonormal basis defining the vectors of the tangent space in general relativity. In differential geometry the tetrads are also the components of the orthonormal basis one-forms in terms of the coordinate basis one forms [3].

The classical Eq. (5.4) states that

$$ R + kT = 0 \quad (5.49) $$

by ansatz, the basic postulate of general relativity. The quantum Eq. (5.48) originates in the tetrad postulate [3] of geometry, a postulate which is true for any connection, whether torsion free or not, and Eq. (5.48) gives quantum field/matter theory from general relativity. Gravitation is described by these equations when the field is the tetrad $q^a_{\mu}$. The other three fields are described when the field is the tetrad multiplied by an appropriate scaling factor. For example, the fundamental electromagnetic field is

$$ A^a_{\mu} = A^{(0)}q^a_{\mu}, \quad (5.50) $$

where $A^{(0)}$ is the magnitude of the electromagnetic four-potential, as described in Sec. 5.1.

The gauge invariant fields, or gauge fields, are defined as follows. The gravitational gauge field is the Riemann form of differential geometry, the dual of the torsion tensor:

$$ R_{ab} = \frac{R}{4} \varepsilon_{abcd}[q^c, q^d]. \quad (5.51) $$

The other three fields are defined by the torsion form, the anti-symmetric sum or commutator of tetrads:

$$ \tau^c_{\mu\nu} := \frac{R}{4} [q^a_{\mu}, q^b_\nu] = \frac{R}{4} \left( q^a_\mu q^b_\nu - q^a_\nu q^b_\mu \right). \quad (5.52) $$

The tetrad is a vector valued one form [3]. Define its exterior derivative as the vector valued two-form

$$ (dq)^a_{\mu\nu} := \partial_\mu q^a_\nu - \partial_\nu q^a_\mu \quad (5.53) $$

and its covariant exterior derivative as

$$ (Dq)^a_{\mu\nu} = (dq + \omega \wedge q)^a_{\mu\nu} = \partial_\mu q^a_\nu - \partial_\nu q^a_\mu + \omega^a_{\mu b} q^b_\nu - \omega^a_{\nu b} q^b_\mu, \quad (5.54) $$

where $\omega$ is the spin connection [3].

The first Maurer-Cartan structure relation [3] is then
and the second Maurer-Cartan structure relation is

\[ R^a_{\ b} = D\omega^a_{\ b} \] (5.56)

We therefore arrive at the following equations which combine the two Evans equations with the two Maurer-Cartan structure relations to define the *gauge invariant fields* in grand unified field theory:

\[ R^a_{\ b} = \varepsilon^a_{\ \ bc} T^c \] (5.57)

where \( T^c \) is the torsion form,

\[ \tau^c = \frac{R}{4} [q^a, q^b] = Dq^c \] (5.58)

The gravitational field is described by the Riemann form and the other three fields by the torsion form multiplied by the scale factor \( G^{(0)} \):

\[ G^c = G^{(0)} \tau^c \] (5.59)

In \( O(3) \) electrodynamics the scale factor is the primordial magnetic flux density (in units of tesla, or webers per square meter):

\[ B^{(0)} = \frac{1}{4} G^{(0)} R \] (5.60)

Equations (5.57) and (5.58) also define the spin connection in terms of the tetrad for all four fields.

Differential geometry [3] also gives the following identities:

\[ D R^a_{\ b} := 0 \] (5.61)
\[ D^* \tau^c := 0 \] (5.62)
\[ D\tau^c = R^c_{\ b} \wedge q^b \] (5.63)

which can be used to interrelate the four gauge fields. In the following section, several novel results are given by interrelating the gravitational and electromagnetic fields. Equation (5.61) is the Bianchi identity, and Eq. (5.62) and (5.63) are the homogeneous and inhomogeneous gauge field equations. In \( O(3) \) electrodynamics Eq. (5.63) shows that the current term is derived from the Riemann form, and therefore from the scalar curvature \( R \) multiplied by the anti-commutator of tetrads.

This fundamental result of differential geometry implies that electromagnetic energy can be transmitted from a source to a receiver by scalar curvature \( R \) and that electromagnetic energy is available in non-Euclidean spacetime.

Experimental evidence supporting this result might be found in devices such as the patented motionless electromagnetic generator [15] and Sweet’s device [16]. All fields in nature are fundamentally dependent upon, and originate in, scalar curvature \( R \).
5.4 Inter-Relation Of Fields: The Poisson Equation And Other Results

The Evans wave equation [2] is obtained by covariant differentiation of the tetrad postulate (5.28) and reads

\[ D^\rho D_\rho q^\mu = (\Box + kT)q^\mu = (\Box - R)q^\mu = 0, \]  

(5.64)

where \( \Box \) is the d’Alembertian in Euclidean spacetime (the spacetime of special relativity). The scalar curvature in this equation is [2]

\[ R = -D^\mu \Gamma^\rho_{\mu\rho} = -\left( \partial^\mu \Gamma^\rho_{\mu\rho} + \Gamma^\rho_{\mu\lambda} \Gamma^\lambda_{\mu\rho} \right). \]  

(5.65)

We therefore deduce that

\[ \partial^\mu \Gamma^\rho_{\mu\rho} + \Gamma^\rho_{\mu\lambda} \Gamma^\lambda_{\mu\rho} = kT. \]  

(5.66)

Both Eqs. (5.64) and (5.66) give Poisson’s equation in the appropriate approximation. The equivalence principle states that the laws of physics in small enough regions of spacetime reduce to the equations of special relativity [3,4]. In special relativity there exist equations such as

\[ (\Box + \kappa^2_0)\phi = 0, \]  

(5.67)

\[ (\Box + \kappa^2_0)\psi = 0, \]  

(5.68)

\[ (\Box + \kappa^2_0)A_\mu = 0, \]  

(5.69)

where \( \lambda_0 \) is the Compton wavelength of a particle:

\[ \lambda_0 = 1/\kappa_0 = \hbar/mc. \]  

(5.70)

Here \( m \) is the particle mass, \( \hbar \) is the Dirac constant \( \hbar/2\pi \), and \( c \) the speed of light in vacuum. Equation (5.67) is the Klein-Gordon equation, in which \( \phi \) is the scalar field; Eq. (5.68) is the Dirac equation, in which \( \psi \) is the four spinor; and Eq. (5.69) is the Proca equation, in which \( A_\mu \) is the electromagnetic wave function, conventionally a four-vector of the Maxwell Heaviside theory [4]. (In generally covariant electrodynamics \( A^a_\mu \) is a tetrad, as we have already argued.) In order to reduce Eq. (5.64) to Eqs. (5.67), (5.68), and (5.69), we define the latter as limiting forms of the Evans wave equation of general relativity, Eq. (5.64). The limiting forms are obtained when the rest curvature \( R_0 \) is defined by

\[ |R_0| = \kappa^2_0 = kT_0, \]  

(5.71)

where

\[ T_0 = m/V = q^0 q^0 T_{00}, \quad q^0 := 1. \]  

(5.72)

The rest curvature is therefore the inverse square of the Compton wavelength for any particle, including the photon:
The rest curvature is defined by the rest energy:

$$E_0 = mc^2 = \hbar c \sqrt{|R_0|}, \quad (5.74)$$

where

$$\kappa_0 = \sqrt{|R_0|}, \quad (5.75)$$

More generally, the quantum of energy for any particle (not only the photon) is given by

$$E = \hbar c \sqrt{|R|}, \quad (5.76)$$

where

$$|R| = D^\mu \Gamma_{\mu\rho}. \quad (5.77)$$

Equation (5.76) is therefore a generalization of the Planck postulate for the photon in special relativity to all particles in general relativity.

On writing

$$E = \hbar \omega = \hbar c \sqrt{|R|}, \quad (5.78)$$

it becomes clear the the quantum $\hbar \omega$ is electromagnetic energy, e.g., is available from scalar curvature $R$, i.e., from any kind of connection $\Gamma_{\mu\rho}$, and for any sources of $R$. Equation (5.63) is a statement of this result in classical electrodynamics.

It is now demonstrated that the well-known Poisson equation for both Newtonian dynamics and for electro-statics can be obtained self consistently both from Eq. (5.64) and Eq. (5.66). Starting from Eq. (5.64), the Poisson equation is obtained from the component $q^0_0$:

$$\left( \Box + \frac{km}{V} \right) q^0_0 = 0, \quad (5.79)$$

in which $T = m/V$ is the mass density and $V$ is a volume. The rest mass density $m/V_0$, where $V_0$ is the rest volume, can be regarded as the zero-point energy of the Evans wave equation of generally covariant quantum field theory.

In the weak field or Newtonian limit [1-3], Eq. (5.79) becomes

$$\Box q^0_0 = - \frac{km}{V} q^0_0 \sim - \frac{km}{V}, \quad (5.80)$$

because in this limit

$$q^0_0 = 1 + \eta^0_0, \quad (5.81)$$

where $\eta^0_0$ is a small perturbation of the tetrad. In the Newtonian limit, $q^0_0$ is a quasi-static, so Eq. (5.80) reduces to

$$\nabla^2 \Phi = 4\pi G \rho, \quad (5.82)$$

which is the Poisson equation of Newtonian dynamics [3,17] provided that
\[ \Phi := \frac{1}{2}c^2 \hat{q}_0, \]  

where \( G \) is Newton’s gravitational constant and \( \rho \) the mass density \( m/V \).

In order to derive Eq. (5.82) from Eq. (5.66), it is assumed that in the \( \text{weak-field limit} \) the term quadratic in the connection can be neglected and the Eq. (5.72) applies, so that the relevant component of the metric vector \( q_\mu \) in the non-Euclidean base manifold is \( q_0 \). In the Newtonian limit

\[ q^0 = 1 + \eta^0, \]  

where \( \eta^0 \ll q^0 \). The metric vector is assumed to be metric compatible \([2,3]\), and the equation of metric compatibility for \( q^\mu \) is

\[ D_\nu q^\mu = \partial_\nu q^\mu + \Gamma^\mu_{\nu\lambda} q^\lambda = 0. \]  

The relevant index to consider is \( \lambda = 0 \), and thus

\[ \partial_\nu q^\mu + \Gamma^\mu_{\nu0} q^0 = 0. \]  

Multiplying by \( q_0 \) and using \( q_0 q^0 = 1 \), one gets

\[ \Gamma^\mu_{\nu0} = -q_0 \partial_\nu q^\mu \sim -\partial_\nu q^\mu, \]  

where Eq. (5.84) has been used. The relevant index in Eq. (5.87) is \( \mu = 0 \), giving

\[ \Gamma^0_{\nu0} = -\partial_\nu q^0, \]  

so that Eq. (5.66) becomes

\[ \partial^\mu \Gamma^0_{\nu0} = -\Box q^0 = (8\pi/c^2)G\rho. \]  

In the Newtonian limit the field is quasi-static, so Eq. (5.89) reduces to the Poisson Eq. (5.82), provided that

\[ \Phi := \frac{1}{2}c^2 q^0. \]  

These two derivations of the Poisson equation in the Newtonian limit show that Eq. (5.64) is consistent Eq. (5.66) and \( \text{that there exists a rest curvature corresponding to rest energy in special relativity} \). The rest curvature produces energy which is convertible into any other form of energy, including electromagnetic energy; and, in grand unified field theory, electromagnetic energy originates in general from curvature \( R \). Equations (5.67) and (5.69) are limiting forms of Eq. (5.64) when the curvature is the rest curvature. Therefore the scalar field, the spinor field, and the conventional electromagnetic field of Maxwell Heaviside field theory are all limiting forms of the tetrad.

The Poisson equation in electrostatics is obtained, using the same approximations, from the Evans wave equation (5.64) when its eigenfunction is
the electromagnetic tetrad field defined by Eq. (5.50). The Poisson equation for electrostatics is therefore a limiting form of the equation

\[(\Box + kT)A^\mu = (\Box - R)A^\mu = 0\]  \hspace{1cm} (5.91)

in general relativity and grand unified field theory; it is

\[\nabla^2(A^{(0)}\Phi) = 4\pi G(A^{(0)}\rho).\]  \hspace{1cm} (5.92)

The scalar potential in electrostatics is therefore

\[\phi = (1/c)A^{(0)}\Phi\]  \hspace{1cm} (5.93)

and the Poisson equation in electrostatics is the Schrödinger-type eigenequation

\[\nabla^2\phi = (4\pi G\rho/c^2)\phi.\]  \hspace{1cm} (5.94)

The units of \(\phi\) are \(JC^{-1}\) and the units of \(A^{(0)}\) are \(JsC^{-1}m^{-1}\), and so

\[\phi = cA^{(0)}.\]  \hspace{1cm} (5.95)

The Poisson equation is therefore an eigenequation in the electrostatic potential \(\phi\), and this result can be thought of as the quantization of charge because the quantity \(\varepsilon_0\phi\) where \(\varepsilon_0\) is the vacuum permittivity (S.I. Units) has the units of \(C m^{-1}\). Therefore if electrostatics is considered to be an approximation of generally covariant grand unified field theory, we obtain the equation of quantization of charge:

\[\nabla^2\psi_e = (4\pi G\rho/c^2)\psi_e\]  \hspace{1cm} (5.96)

where \(\psi_e = \varepsilon_0\phi\) and

\[\varepsilon_0 = 8.854188 \times 10^{-12}J^{-1}C^2m^{-1}, \quad G = 6.6726 \times 10^{-11}Nm^2kg^{-2}.\]  \hspace{1cm} (96b)

The Poisson equation in S.I. units in electrostatics is usually written as

\[\nabla^2\phi = -\rho_e/\varepsilon_0,\]  \hspace{1cm} (5.97)

where \(\rho_e\) is the charge density in \(C m^{-3}\). The minus sign in Eq. (5.97) is a matter of convention [18]; it is chosen so that the electric field strength is defined by

\[E := -\nabla\phi,\]  \hspace{1cm} (5.98)

i.e., points towards a decrease in potential. The factor \(4\pi\) is conventionally divided out of the Poisson equation for electrostatics [18] as a matter of convenience in the S.I. system of units. Therefore the Poisson equation for electrostatics can always be written in the same form as that for Newtonian dynamics:

\[\nabla^2\phi = (4\pi/\varepsilon_0)\rho_e,\]  \hspace{1cm} (5.99)
where the charge density $\rho_e$ and mass density $\rho$ are, respectively,

$$\rho_e = \int \epsilon_0 G/c^2 \phi^{(0)} \rho, \quad \rho = \int m \rho.$$

Here $e$ is the fundamental charge (defined as the charge on the proton, or the modulus of the charge on the electron) and $m$ the mass of the electron:

$$e = 1.60219 \times 10^{-19} \text{ C}, \quad m = 9.10953 \times 10^{-31} \text{ kg}. \quad (5.101)$$

Comparison of Eqs. (5.94) and (5.99) yields

$$\rho_e = (\epsilon_0 G/c^2) \phi^{(0)} \rho,$$

(5.102)
giving the fundamental ratio of charge $e$ to mass $m$ in terms of the fundamental electrostatic potential $\phi^{(0)}$:

$$e = (\epsilon_0 G/c^2) \phi^{(0)} m.$$  (5.103)

Application of (5.103) to the electron gives

$$\phi^{(0)} \text{ (one electron)} = \frac{c^2 e}{\epsilon_0 G m} \text{ JC}^{-1},$$

(5.104)

which is a fundamental constant furnishing the number of joules available from the ratio $e/m$ for one electron in Eq. (5.104),

$$c = 2.997925 \times 10^8 \text{ m s}^{-1},$$
$$e = 1.60219 \times 10^{-19} \text{ C},$$
$$\epsilon_0 = 8.854188 \times 10^{-12} \text{ J}^{-1} \text{ C}^2 \text{ m}^{-1},$$
$$G = 6.6726 \times 10^{-11} \text{ Nm}^2 \text{ kg}^{-2},$$
$$m = 9.10953 \times 10^{-31} \text{ kg},$$

(5.105)

and so

$$\phi^{(0)} \text{ (one electron)} = 2.6726 \times 10^{49} \text{ J C}^{-1},$$
$$A^{(0)} \text{ (one electron)} = 8.92473 \times 10^{40} \text{ J C}^{-1} \text{ s}^{-1} \text{ m}^{-1}.$$  (5.106)

It now becomes possible to interrelate the fundamental equations of Newtonian dynamics and electrostatics by using Eqs. (5.102) and (5.103) to interrelate terms in the following well-known equations:

$$g = -\nabla \phi, \quad E = -\nabla \phi;$$

(5.107)

$$F = -(Gm_1m_2/r^2)k = m_1g, \quad F = -(e_1e_2/\epsilon_0 r^2)k = e_1E,$$

(5.108)
\[ \nabla \phi = \left( G m_2 / r^2 \right) \mathbf{k}, \quad \nabla \psi = \left( e_2 / \varepsilon_0 r^2 \right) \mathbf{k}, \]  
(5.109)
in which \( g \) is the gravitational acceleration, \( r \) the distance between two masses \( m_1 \) and \( m_2 \) or two charges \( e_1 \) and \( e_2 \), and \( F \) is the force between the two masses of the two charges.

All these well-known equations originate in the wave equation (5.64) of generally covariant grand unified field theory. Both the gravitational and the electrostatic fields originate in the tetrad when approximated in the weak-field limit in which the tetrad is a perturbation of Euclidean spacetime and in which the field is quasistatic.

All forms of energy are inter-convertible, and it follows from the equation
\[ R = -kT \]  
(5.110)
that all forms of curvature \( R \) are interconvertible. Newtonian dynamics is the weak-field limit of the wave equation (5.64), and electrostatics is the weak-field limit of the same equation multiplied by \( A^{(0)} \). It follows that, given a charge \( e \), there is an equivalent amount of mass \( m \). If the force in Newton's between two masses a distance \( r \) apart is numerically the same as that between two charges the same distance \( r \) apart, then
\[ e^2 = \varepsilon_0 G m^2. \]  
(5.111)
From this equation,
\[ e = \pm 2.430647 \times 10^{-11} \text{ m}, \quad m = \pm 4.11413 \times 10^{10} |e|, \]  
(5.112)
which shows that if there is only one sign of mass (as observed experimentally). Charge can be thought to originate in “symmetry breaking” of mass into two different signs, and mass originates in curvature of non-Euclidean spacetime, something which can be loosely described as a “symmetry breaking of the vacuum.” Therefore there can be neither charge nor mass in Euclidean spacetime.

The force between two charges of one coulomb each, one meter apart, is
\[ 1/\varepsilon_0 = 1.12941 \times 10^{11} \text{ N}, \]  
(5.113)
and the force between two masses of one kilogram each, one meter apart, is
\[ G = 6.6726 \times 10^{-11} \text{ N}. \]  
(5.114)
The electrostatic force is therefore
\[ 1/\varepsilon_0 G = 1.69261 \times 10^{21} \]  
(5.115)
times greater than the gravitational force, which is why the gravitational force is conventionally referred to as “weak” in comparison with the electrostatic force in the laboratory. However, both forces originate in rest curvature \( R_0 \). From Eq. (5.102), the charge density is given by
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\[ \rho_e = -\left(\varepsilon_0 \phi^{(0)}/8\pi\right)R_0, \]  
(5.116)

and the mass density is

\[ \rho = -R/k. \]  
(5.117)

The Einstein constant is

\[ k = 8\pi G/c^2 = 1.86595 \times 10^{-26} \text{ N s}^2 \text{kg}^{-2}, \]  
(5.118)

and thus

\[ \rho_e = -3.5229 \times 10^{-13} \phi^{(0)}R_0, \quad \rho = -5.35920 \times 10^{25}R_0. \]  
(5.119)

If the fundamental potential (5.106) is used in Eq. (5.119), the following results are obtained:

\[ \rho_e = -9.41530 \times 10^{36}R_0, \quad \rho = -5.35920 \times 10^{25}R_0. \]  
(5.120)

The charge obtainable from a given curvature \( R \) in a given volume is about twelve orders of magnitude greater than the mass obtainable from the same curvature \( R \) for the same volume.

From Eq. (5.79) it is possible to define the rest volume of a particle:

\[ V_0 = \frac{8\pi G \hbar^2}{mc^4} = \frac{8\pi \lambda_p^2}{\sqrt{|R_0|}}, \]  
(5.121)

where

\[ \lambda_c = 1/\sqrt{|R_0|} = h/mc \]  
(5.122)

is the Compton wavelength, and where \( \lambda_p \) denotes the Planck length

\[ \lambda_p = \sqrt{G\hbar/c^3}. \]  
(5.123)

For the electron,

\[ \lambda_c = 2.42631 \times 10^{-12}\text{m}, \quad \lambda_p = 4.05087 \times 10^{-35}\text{m}, \]  
(5.124)

and the rest volume is therefore

\[ V_0 = 8\pi \lambda_c \lambda_p^2 = 1.00065 \times 10^{-70}\text{m}^3. \]  
(5.125)

Equation (5.122) interrelates wave-particle dualism and general relativity.

The Planck and Compton wavelengths can be expressed in terms of the rest curvature \( R_0 \) as follows:

\[ \lambda_c = (c^2/Gm)\lambda_p^2 = 1/\sqrt{|R_0|}. \]  
(5.126)

The classical radius of the electron (\( \lambda_e \)) can also be expressed in terms of rest curvature \( R_0 \):
\[ \lambda_e = \alpha \lambda_0, \quad \lambda_0 = 1/\sqrt{|R_0|}, \quad (5.127) \]

where
\[ \alpha = e^2/4\pi \varepsilon_0 \hbar c \quad (5.128) \]
is the fine structure constant of electrodynamics:
\[ \alpha = 7.297351 \times 10^{-3}. \quad (5.129) \]

Equation (5.127) derives quantum electrodynamics from generally covariant grand unified field theory.

The rest wave-number
\[ \kappa_0 = 1/\lambda_0 = \sqrt{|R_0|} \quad (5.130) \]
is fundamental to the interrelation of general relativity with quantum mechanics and classical and quantum electrodynamics. The Klein-Gordon, Dirac, and Proca equations can each be written in terms of the rest wavenumber, which is the inverse of the Compton wavelength:
\[ (\Box - R_0)\phi = 0, \quad (5.131) \]
\[ (\Box - R_0)\psi = 0, \quad (5.132) \]
\[ (\Box - R_0)A_\mu = 0. \quad (5.133) \]
The Evans wave equation shows that
\[ D_\mu \Gamma^\rho_{\mu\rho} \rightarrow -R_0 \quad (5.134) \]
in the limit of special relativity.

The equation of quantization of mass is
\[ m = \hbar \kappa_0/c := \hbar \omega_0/c^2. \quad (5.135) \]
The ratio of charge to mass can always be expressed as
\[ e^2/m^2 = \zeta \varepsilon_0 G, \quad (5.136) \]
where \( \zeta \) is a dimensionless coefficient. Equation (5.136) is the result of the Newton and Coulomb inverse square laws, which we have derived from the Evans equation in the weak-field limit. Therefore the Newton and Coulomb inverse square laws become the same. Using Eq. (5.135) in Eq. (5.136),
\[ e = \pm \hbar \kappa_0 \sqrt{\zeta \varepsilon_0 G}/c^2. \quad (5.137) \]
Comparing Eqs. (5.136) and (5.102), one gets
\[ \zeta = (e/mc^2)\phi, \quad (5.138) \]
and thus Eq. (5.137) is the charge quantization equation.
All these results emerge from the Evans wave equation in the weak-field approximation.

Equation (5.135) can be generalized to
\[
 m = \hbar \kappa_0 / c = \hbar \sqrt{|R|} / c, \tag{5.139}
\]
i.e., to
\[
 E = \hbar c \sqrt{|R|} = \hbar \kappa = \hbar \omega, \tag{5.140}
\]
which is Eq. (5.76) for the quantization of energy in terms of the wavenumber \( \sqrt{|R|} \). Similarly, Eq. (5.139) can be generalized to
\[
 e = \pm (\hbar / c) \sqrt{\zeta \varepsilon_0 G |R|}. \tag{5.141}
\]

Equations (5.140) and (5.141) are generally covariant equations for the quantization of charge and mass in terms of the wave number \( \sqrt{|R|} \), where \( R + kT = 0 \). They show that mass and charge are quantized in terms of the fundamental wavenumbers:
\[
 \kappa = \sqrt{|R|}. \tag{5.142}
\]

5.5 Discussion

It has been shown that all force and matter fields in nature are determined and interrelated by the two Evans equations [1,2] combined with the Maurer-Cartan structure relations of differential geometry [3]. The homogeneous and inhomogeneous gauge field equations then follow from geometrical considerations, and interrelate the torsion and Riemann forms. The gauge field equations show how the force and matter fields are interrelated. Some consequences of this deduction are worked out in Sec. 5.4, and there are many other consequences yet to be inferred and tested experimentally. One of the major predictions of the Evans equations, the existence of higher symmetry electrodynamics, has been extensively developed and tested experimentally [5-10]; for example, the fundamental \( B^{(3)} \) field of generally covariant electrodynamics has been observed experimentally in the inverse Faraday effect, in the phase factor of physical optics and interferometry, and in several other ways. Another major prediction of the Evans equations is the availability of electromagnetic energy from non-Euclidean spacetime. This prediction appears to be verified experimentally in devices such as the patented electromagnetic generator [15] and in Sweet’s device [16]. Development of such devices could lead to the general availability of electromagnetic energy, energy which originates in the wavenumber \( \sqrt{|R|} \). The Evans equations show that the acquisition of such energy does not violate Noether’s Theorem. Energy is obtained from \( kT \) in a source situated anywhere in the universe and is transmitted to the
receiver by the scalar curvature $R = -kT$ of non-Euclidean spacetime, sometimes referred to loosely as “the vacuum.” The popular phrase “energy from the vacuum” [15] does not imply “energy from nothing at all.”

The most important aspect of a grand unified field theory is its ability to interrelate fields, and in Sec. 5.4 we have illustrated this by interrelating, and thus identifying, charge and mass through the fundamental potential. Since all forms of scalar curvature are inter-convertible, electromagnetic energy is obtainable from any type of scalar curvature anywhere in the universe, given the existence of the primordial fluxon $\hbar/e$ anywhere in the universe. Therefore electromagnetic energy from non-Euclidean spacetime is available to the Earth-bound engineer in usable form and originates in the curvatures inherent in the rest of the universe. The Evans field and wave equations describe how the energy propagates from source to Earth-bound engineer in usable form, and originates in the curvatures inherent in the rest of the universe. The Evans field and wave equations describe how the energy propagates from source to Earth-bound observer. It has been shown in Sec. 5.4 that the charge generated by a given curvature $R$ is about twelve orders of magnitude greater than the mass generated by the same curvature $R$ in a given volume. This means that the charge and concomitant electromagnetic energy available from curvature induced by mass is amplified by about twelve orders of magnitude. Loosely writing, a small amount of mass results in a very large amount of charge, and this augurs well for the design of devices which can trap and use this electromagnetic energy.

In general the Evans field and wave equations are nonlinear in the connection and require numerical methods for solution, but in Sec. 5.4 it has been shown that approximate analytical methods of solution can lead to powerful results on the interrelation of fields. The field is the tetrad, and the influence of one type of field (e.g., gravitational), on another (e.g., electromagnetic) is measured through changes in tetrad components as discussed in Sec. 5.2. It is important to develop the interrelation of the $O(3)$ electromagnetic field with the weak field and the gravitational field with the strong field by developing and interrelating the bases used for the tangent space and fiber bundle space. This will be the subject of further work. It is already clear however that the four fields thought to exist in nature have a common origin, the scalar curvature $R$.
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Derivation Of Dirac’s Equation From The Evans Wave Equation

Summary. The Evans wave equation [1] of general relativity is expressed in spinor form, thus producing the Dirac equation in general relativity. The Dirac equation in special relativity is recovered in the limit of Euclidean or flat spacetime. By deriving the Dirac equation from the Evans equation it is demonstrated that the former originates in a novel metric compatibility condition, a geometrical constraint on the metric vector \( q_\mu \) used to define the Einstein metric tensor. Contrary to some claims by Ryder, it is shown that the Dirac equation cannot be deduced unequivocally from a Lorentz boost in special relativity. It is shown that the usually accepted method in Clifford algebra and special relativity of equating the outer product of two Pauli spinors to a three-vector in the Pauli basis leads to the paradoxical result \( X = Y = Z = 0 \). The method devised in this paper for deriving the Dirac equation from the Evans equation does not use this paradoxical result.

Key words: Evans wave equation, general relativity, Dirac equation in general and special relativity, metric four-vector.

6.1 Introduction

A novel and fundamental wave equation of general relativity can be deduced [1] from the metric compatibility condition

\[
D_\mu q^\nu = \partial_\mu q^\nu + \Gamma^\nu_{\mu\lambda} q^\lambda = 0 \tag{6.1}
\]

on the metric four-vector \( q_\mu \) used in the standard definition [2,3] of the metric tensor of the Einstein field equation

\[
q_{\mu\nu} = q_\mu q_\nu \tag{6.2}
\]

as the outer product of two metric vectors. Equation (6.1) states that the covariant derivative of the metric vector \( q^\nu \) vanishes. It has been shown that the metric compatibility condition (6.1) leads to the usual metric compatibility condition of the metric tensor.
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\[ D_\sigma q_{\mu\nu} = 0 \]  \hspace{1cm} (6.3)

used in Riemann geometry [3] to relate the Christoffel symbol \( \Gamma^\nu_{\mu\lambda} \) and metric tensor \( q_{\mu\nu} \). Covariant differentiation [4] of the compatibility condition (6.1) leads to the Evans wave equation [1,4]

\[ (\Box + kT)q^\mu = 0. \]  \hspace{1cm} (6.4)

In Eq. (6.4), \( T \) is the standard contracted form of the canonical energy momentum tensor

\[ T = q^{\mu\nu}T_{\mu\nu}. \]  \hspace{1cm} (6.5)

\( k \) is the Einstein constant, and \( \Box \) the flat spacetime d’Alembertian operator.

In Sec. 6.2 the Dirac equation in general relativity is obtained from Eq. (6.4) by expressing the metric three vector in non-Euclidean spacetime as a two-component metric spinor, then applying the parity operation to the metric spinor to obtain a metric spinor with four components. This procedure produces the Dirac equation in general relativity. In Sec. 6.3 the well known Dirac equation of special relativity is obtained as a limiting form of Eq. (6.4) defined by

\[ kT \rightarrow m^2c^2/h^2, \]  \hspace{1cm} (6.6)

where \( m \) denotes mass, \( c \) the speed of light in vacuo, and \( h \) the Dirac constant.

In Sec. 6.4 it is shown that the Dirac equation in general relativity can also be written as

\[ (\Box + kT)\gamma^\mu = 0, \]  \hspace{1cm} (6.7)

where \( \gamma^\mu \) is the Dirac matrix generalized to non-Euclidean spacetime, a \( 4 \times 4 \) matrix related to the tetrad. The most general form of Eq. (6.4) is [1,2]

\[ (\Box + kT)q^a_{\mu} = 0, \]  \hspace{1cm} (6.8)

where \( q^a_{\mu} \) is the tetrad [3].

In Sec. 6.5 it is shown that the accepted method [5] in Clifford algebra in special (and also general) relativity of relating the components of a three-vector to those of a two-spinor leads to a fundamental paradox of Clifford algebra

\[ X = Y = Z = 0. \]  \hspace{1cm} (6.9)

Therefore we do not use this paradoxical but unfortunately well accepted method in our derivations in this paper. We devise a simple and correct method Eq. (6.28) for relating the three vector components to the two Pauli spinor components.

Finally it is shown that the Dirac equation cannot be derived unequivocally from a Lorentz boost in special relativity. The correct way to derive the Dirac equation is from non-Euclidean geometry in general relativity, using the metric four vector \( q_{\mu} \). We refer to Eq. (6.4) as the “Evans equation” for ease of reference.
6.2 Derivation of the Dirac Equation of General Relativity

We start the derivation by considering the ordinary position vector \( \mathbf{R} \) in three-dimensional space and correctly deriving the Pauli spinor from \( \mathbf{R} \). The method thus developed is used then to construct the metric spinor from the metric three-vector in non-Euclidean spacetime of general relativity. This allows the metric three-vector \( \mathbf{q} \) in non-Euclidean spacetime to be expressed as a metric two-spinor

\[
\mathbf{q} = \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}.
\]

Finally the parity operation is applied to the two-spinor to produce a metric four-spinor \( \psi \):

\[
\psi = \begin{pmatrix} q_1^{(R)} \\ q_2^{(R)} \\ q_1^{(L)} \\ q_2^{(L)} \end{pmatrix} = \begin{pmatrix} q^{(R)} \\ q^{(L)} \end{pmatrix},
\]

where the superscripts \( (R) \) and \( (L) \) denote right-handed and left-handed two-spinors, respectively. The Dirac equation in general relativity is then deduced to be

\[
(\Box + kT)\psi = 0.
\]

The position vector \( \mathbf{R} \) is defined in the Cartesian basis in standard notation \[2\]

\[
\mathbf{R} = X\hat{i} + Y\hat{j} + Z\hat{k}.
\]

In the Pauli basis \[5\], the position vector is

\[
r = \mathbf{\sigma} \cdot \mathbf{r} = X\sigma_1 + Y\sigma_2 + Z\sigma_3 = \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix}
\]

and the square of the position vector is the invariant

\[
r^2 = (\mathbf{\sigma} \cdot \mathbf{r})(\mathbf{\sigma} \cdot \mathbf{r}) = \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix} \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix}
\]

\[
= (X^2 + Y^2 + Z^2)\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

The four Pauli matrices

\[
\sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

\[
\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]

\[(6.10) \quad (6.11) \quad (6.12) \quad (6.13) \quad (6.14) \quad (6.15) \quad (6.16)\]
are all Hermitian and unitary. However, while the determinant of the unit matrix \( \sigma_0 \) is +1, the determinants of the other three Pauli matrices are \(-1\) in each case. The latter therefore do not belong to the group \( SU(2) \). But this does not affect their \( SU(2) \) commutation symmetry. The \( SU(2) \) group is commonly defined as consisting of all unitary, unimodular 2 \( \times \) 2 matrices:

\[
UU^\dagger = 1, \quad \det U = 1.
\]  

They all have the general form

\[
U = \begin{pmatrix}
a & b \\
-b^* & a^*
\end{pmatrix},
\]  

subject to the constraint

\[
aa^* + bb^* = 1.
\]  

Under an \( SU(2) \) transformation, the following occurs:

\[
\xi' = U\xi, \quad \text{i.e.,} \quad \begin{pmatrix}
\xi'_1 \\
\xi'_2
\end{pmatrix} = \begin{pmatrix}
a & b \\
-b^* & a^*
\end{pmatrix} \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix},
\]  

\[
\xi^{*'} = \xi^{+}U^+, \quad \text{i.e.,} \quad (\xi^{*'}_1, \xi^{*'}_2) = (\xi^*_1, \xi^*_2) \begin{pmatrix}
a^* & -b \\
b^* & a
\end{pmatrix},
\]  

where

\[
\xi = \begin{pmatrix}
\xi_1 \\
\xi_2
\end{pmatrix}, \quad \xi^{+} = (\xi^*_1, \xi^*_2).
\]  

is the two-component spinor with complex-valued elements. The two-spinor is often referred to as the Pauli spinor but was devised in the nineteenth century by Clifford. Therefore, under a \( SU(2) \) transformation, we obtain four equations

\[
\xi'_1 = a\xi_1 + b\xi_2, \quad (6.23)
\]

\[
\xi'_2 = -b^*\xi_1 + a^*\xi_2, \quad (6.24)
\]

\[
\xi^{*'}_1 = \xi^*_1a^* + \xi^*_2b^*, \quad (6.25)
\]

\[
\xi^{*'}_2 = -b\xi^*_1 + a\xi^*_2. \quad (6.26)
\]

Consider the inner products

\[
R^2 = (X, Y, Z) \begin{pmatrix} X \\ Y \\ Z \end{pmatrix} = X^2 + Y^2 + Z^2, \quad (6.27)
\]

\[
R^2 = (\xi^*_1, \xi^*_2) \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = \xi_1\xi^*_1 + \xi_2\xi^*_2
\]
to obtain the simple invariant
\[ R^2 = X^2 + Y^2 + Z^2 = \xi_1^{*} \xi_1 + \xi_2^{*} \xi_2. \] (6.28)

This is a relation between the three real-valued components \(X, Y\) and \(Z\) of the three-vector, and the two complex-valued components \(\xi_1\) and \(\xi_2\) of the two-spinor. Define \(O(3)\) as the group of rotations in three-dimensional space [5]. Under an \(O(3)\) transformation,
\[ R^2 = X'^2 + Y'^2 + Z'^2. \] (6.29)

Similarly, under an \(SU(2)\) transformation,
\[ R^2 = \xi_1^{*} \xi_1 + \xi_2^{*} \xi_2 = \xi_1'^* \xi_1' + \xi_2'^* \xi_2'. \] (6.30)

If we choose \(b = 0\) in the constraint condition (6.19), then
\[ aa^* = 1; \] (6.31)
and, from Eqs. (6.31), (6.30), (6.24), and (6.23):
\[ R^2 = aa^* \xi_1^{*} \xi_1 + a^* a \xi_2^{*} \xi_2 = \xi_1^{*} \xi_1 + \xi_2^{*} \xi_2, \] (6.32)
as required. Therefore
\[ aa^* = 1, \quad bb^* = 0 \] (6.33)
and
\[ U = \begin{pmatrix} a & 0 \\ 0 & a^* \end{pmatrix} \] (6.34)
is one possible representation of \(U\), the \(SU(2)\) transformation matrix.

Therefore, Eqs. (6.20) and (6.21) become
\[ \begin{pmatrix} \xi_1' \\ \xi_2' \end{pmatrix} = \begin{pmatrix} a & 0 \\ 0 & a^* \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix}, \quad (\xi_1'^*, \xi_2'^*) = (\xi_1^*, \xi_2^*) \begin{pmatrix} a^* & 0 \\ 0 & a \end{pmatrix}. \] (6.35)

If \(b = b^* = 0\), Eq. (6.35) gives Eqs. (6.23) and (6.24), as required.

In order to build up the Dirac equation in general relativity from the Evans equation the above derivations based on the position vector \(R\) in flat (or Euclidean) spacetime must be repeated for the metric vector \(q\) of non-Euclidean spacetime in its spinor representation in non-Euclidean spacetime.

First, consider the metric three-vector in Euclidean spacetime:
\[ q = q_x i + q_y j + q_z k. \] (6.36)

Then
\[ q^2 = q_x^2 + q_y^2 + q_z^2. \] (6.37)
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is invariant under an $O(3)$ transformation. Define the metric spinor

$$q = \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}, \quad q^+ = (q_1^*, q_2^*), \quad (6.38)$$

such that

$$q^2 = q_1^2 + q_2^2 X + q_3^2 Y + q_4^2 Z = q_1 q_1^* + q_2 q_2^* \quad (6.39)$$

is an invariant under an $SU(2)$ transformation. In Euclidean space:

$$q_2 = q_2, \quad q_3 = q_3 = 1 \quad (6.40)$$

and

$$q_1 q_1^* + q_2 q_2^* = 3, \quad (6.41)$$

a result which is approached asymptotically in the weak-field limit of general relativity [1-5].

Under a $SU(2)$ transformation:

$$\begin{pmatrix} q_1' \\ q_2' \end{pmatrix} = \begin{pmatrix} a & 0 \\ 0 & a^* \end{pmatrix} \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}, \quad (6.42)$$

and this is a transformation of the metric spinor in the weak field limit. From Eqs. (6.39) and (6.42) it can be seen that the metric three-vector $q$ can always be represented as the metric two-spinor $q$ in three-dimensional Euclidean space. Therefore, the corresponding metric four-vector [1,4]

$$q^\mu = (q^0, q) \quad (6.43)$$

can always be represented as the metric three-spinor

$$q^\mu = (q^0, q) \quad (6.44)$$

in four-dimensional Euclidean spacetime, in which is defined the invariant

$$q^\mu q_\mu = q_0^2 - q_1^2 X - q_2^2 Y - q_3^2 Z$$

$$= q_0^2 - q_1 q_1^* - q_2 q_2^*. \quad (6.45)$$

The Evans wave equation (6.4) in component form is

$$(\square + kT)q^0 = 0, \quad (6.46)$$

$$(\square + kT)q = 0, \quad (6.47)$$

and thus there exists the equation
\[(\Box + kT) \begin{pmatrix} q_1 \\ q_2 \end{pmatrix} = 0, \quad (6.48)\]

which the Evans equation for the two-spinor \( q \).

In Euclidean spacetime, the metric three-vector components are defined as \[2,6\]

\[ q_X = \left| \frac{\partial R}{\partial X} \right|, \quad q_Y = \left| \frac{\partial R}{\partial Y} \right|, \quad q_Z = \left| \frac{\partial R}{\partial Z} \right|. \quad (6.49) \]

Consider now a region of non-Euclidean three-dimensional space such that each point is specified by three numbers \((u_1, u_2, u_3)\), the curvilinear coordinates \[2\]. The transformation equations between Cartesian and curvilinear coordinates are

\[
X = X(u_1, u_2, u_3), \quad u_1 = u_1(X, Y, Z), \\
Y = Y(u_1, u_2, u_3), \quad u_2 = u_2(X, Y, Z), \\
Z = Z(u_1, u_2, u_3), \quad u_3 = u_3(X, Y, Z),
\]

where the functions are single-valued and continuously differentiable. There is therefore a one-to-one correspondence between \((X, Y, Z)\) and \((u_1, u_2, u_3)\).

The transformation equations between Cartesian and curvilinear coordinates are

\[
X = X(u_1, u_2, u_3), \quad u_1 = u_1(X, Y, Z), \\
Y = Y(u_1, u_2, u_3), \quad u_2 = u_2(X, Y, Z), \\
Z = Z(u_1, u_2, u_3), \quad u_3 = u_3(X, Y, Z),
\]

where the functions are single-valued and continuously differentiable. There is therefore a one-to-one correspondence between \((X, Y, Z)\) and \((u_1, u_2, u_3)\).

The position vector in curvilinear coordinates is

\[
dR = |dR| = \left| \frac{\partial R}{\partial u_1} du_1 + \frac{\partial R}{\partial u_2} du_2 + \frac{\partial R}{\partial u_3} du_3 \right|, \quad (6.51)\]

where \(\partial R/\partial u_i\) is the metric coefficient whose modulus is the scale factor

\[ h_i = \left| \frac{\partial R}{\partial u_i} \right|. \quad (6.52) \]

The unit vectors of the curvilinear coordinate system may now be defined as

\[
e_{(i)} = \frac{1}{h_i} \frac{\partial R}{\partial u_i}, \quad i = 1, 2, 3; \quad (6.53)\]

and we can write

\[
dR = h_1 du_1 e_{(1)} + h_2 du_2 e_{(2)} + h_3 du_3 e_{(3)}. \quad (6.54)\]

The unit vectors \(e_{(i)}\) are unit tangent vectors to the curve \(u_i\) at point \(P\), i.e., the three unit vectors of the curvilinear coordinate system are unit tangent vectors to the coordinate curves, are mutually orthogonal, and cyclically symmetric with \(O(3)\) symmetry:

\[
e_{(1)} \cdot e_{(2)} = 0, \quad e_{(1)} \cdot e_{(3)} = 0, \quad e_{(2)} \cdot e_{(3)} = 0, \quad (6.55)\]

\[
e_{(1)} \times e_{(2)} = e_{(3)}, \quad e_{(2)} \times e_{(3)} = e_{(1)}, \quad e_{(3)} \times e_{(1)} = e_{(2)}. \quad (6.56)\]
In the Euclidean limit the unit vectors $e_{(i)}$ become the Cartesian unit vectors and the scale factors $h_i$ become the metric coefficients $q_i$. Therefore we arrive at the definition of the general three-vector field $F$ in non-Euclidean three-space [2]:

$$F = F_{(1)}e_{(1)} + F_{(2)}e_{(2)} + F_{(3)}e_{(3)}.$$  (6.57)

This definition is sketched below:

![Curvalinear Coordinates](image)

The metric three-vector in non-Euclidean three-space is therefore

$$q = q_{(1)}e_{(1)} + q_{(2)}e_{(2)} + q_{(3)}e_{(3)},$$  (6.59)

and similarly the metric four-vector in non-Euclidean four-dimensional space-time is

$$q^\mu = (q^0, q).$$  (6.60)

The metric spinor in non-Euclidean three-space can always be defined through the relation

$$q^2 = q_{(1)}^2 + q_{(2)}^2 + q_{(3)}^2 = q_1^* q_1 + q_2^* q_2,$$  (6.61)

which is Eq. (6.39) in non-Euclidean three-space. We denote this metric spinor by

$$q = \begin{pmatrix} q_1 \\ q_1^* \end{pmatrix},$$  (6.62)

and it obeys the Evans equation

$$(\Box + kT)q = 0$$  (6.63)

in non-Euclidean three-space. Similarly the metric three spinor in four-dimensional non-Euclidean space is $(q^0, q)$.

Define the parity operation in Euclidean three-space by
i.e., the parity operation reverses the signs of \( \mathbf{i}, \mathbf{j}, \mathbf{k} \), and therefore reverses the signs of the position vector \( \mathbf{R} \) and the metric three-vector \( \mathbf{q} \):

\[
\hat{P}(\mathbf{q}_x) = -\left| \frac{\partial \mathbf{R}}{\partial X} \right| \mathbf{i} = -\mathbf{q}_x, \quad \text{etc.} \quad (6.65)
\]

Therefore, under parity,

\[
\hat{P}(\mathbf{q}(\mathbf{R})) = \mathbf{q}(\mathbf{L}). \quad (6.66)
\]

Similarly, in non-Euclidean three-space, parity is defined as reversing the signs of the unit vectors \( \mathbf{e}_{(1)}, \mathbf{e}_{(2)}, \mathbf{e}_{(3)} \), reversing the signs of \( \mathbf{R} \) and \( \mathbf{q} \) in non-Euclidean three-space, in which the parity operation produces, again:

\[
\hat{P}(\mathbf{q}(\mathbf{R})) = \mathbf{q}(\mathbf{L}). \quad (6.67)
\]

Therefore Eq. (6.63) is extended under parity to an equation in the four-spinor:

\[
(\Box + kT)\psi = 0, \quad (6.68)
\]

and this is the Evans equations for the four-spinor in non-Euclidean spacetime.

\section*{6.3 Derivation Of The Dirac Equation of Special Relativity}

In the weak-field limit, Eq. (6.68) asymptotically approaches \([1,4]\)

\[
kT \rightarrow \frac{km}{V_0} = \frac{m^2c^2}{\hbar^2}, \quad \left( \Box + \frac{m^2c^2}{\hbar^2} \right) \psi = 0, \quad (6.69)
\]

and the Dirac equation of special relativity is deduced. In Eq. (6.69), \( m \) is the rest mass of a particle and \( V_0 \) its rest volume. Equation (6.69) generalizes the Planck/de Broglie postulate to any particle (not only the photon), and also implies that the photon has a rest mass and rest volume. The rest frequency is defined by

\[
E_0 = \hbar \omega_0 = mc^2, \quad \omega_0 = \frac{8\pi\ell^2}{V}, \quad (6.70)
\]

where

\[
\ell = \sqrt{G\hbar/c^2} \quad (6.71)
\]

is the Planck length. The product of the rest mass \( m \) and the rest volume \( V_0 \) is a universal constant

\[
mV_0 = \hbar^2k/c^2, \quad (6.72)
\]

so every particle occupies a rest volume in nature, and there can be no point particles. This deduction is consistent with the fact that there are no singularities in nature, and no singularities in general relativity, a classical field
Dirac’s Equation From The Evans Wave Equation

The Dirac Eq. (6.69) is well known to be an equation of relativistic quantum mechanics, which we have therefore deduced from classical general relativity using geometry. No probabilistic assumptions have been made in this derivation. However, it is well known [5] that the Dirac equation, unlike the Klein-Gordon equation, is consistent with the probabilistic interpretation of the wave function proposed by Bohr, Born, Heisenberg, and the Copenhagen School in natural philosophy. Neither the probabilistic interpretation of the wave function, nor the positivist speculations [6] of this School are required to deduce the Dirac equation from the novel Evans equation of classical general relativity. We see in Eq. (6.70) that the Evans equation also produces the wave particle dualism of de Broglie from geometry. Having deduced the Dirac equation, it is a straightforward to deduce from the Dirac equation the Schrödinger equation in the former’s non-relativistic limit. Having deduced the Schrödinger equation it then becomes possible in turn to deduce Newtonian dynamics in the classical limit of the Schrödinger equation [5,7].

Therefore all the equations of linear quantum and classical dynamics can be deduced from non-linear Evans equation in well defined limits [1,4]. Noether’s theorem can also be deduced [1,3,4] from the non-Euclidean geometry used to construct the Evans equation, and therefore conservation laws of which the archetypical example is Newton’s third law, can be deduced from the metric compatibility Eq. (6.1) and the Evans wave Eq. (6.4).

Another fundamental concept introduced by the Evans equation is that of rest curvature, which is the minimum curvature associated with any particle, such as the electron. The rest curvature is the inverse of the Compton wavelength squared:

$$|R_0| = 1/\lambda^2 = m^2 c^2 / \hbar^2.$$  \hspace{1cm} (6.73)

The rest curvature is therefore related to the rest energy in special relativity by

$$E_0 = mc^2 = \hbar c \sqrt{|R_0|}.$$ \hspace{1cm} (6.74)

More generally, the quantum of energy for any particle (not only the photon) is given by

$$E = \hbar c \sqrt{|R_0|},$$ \hspace{1cm} (6.75)

where

$$|R| = \partial_{\mu} \Gamma^{\mu \nu \rho} - \Gamma^{\mu \rho \nu} \Gamma^{\nu \rho}_{\mu}$$ \hspace{1cm} (6.76)

in general relativity [1,4,8]. Here $\Gamma^{\mu \nu \rho}_{\mu \rho}$ is the Christoffel symbol. Therefore we arrive at the novel and fundamental law for all particles in general relativity there exists the relation

$$E = \hbar \omega = \hbar c \sqrt{|R|},$$ \hspace{1cm} (6.77)

and this is a generalization of both the Planck-Law and the de Broglie wave-particle dualism to all particles in general relativity.

This new law is another consequence of the Evans wave Eq. (6.4), and is therefore a consequence of the geometrical constraint (6.1).
6.4 The Dirac Matrices as Eigenfunctions

Dirac constructed his equation in about 1927 because the Schrödinger equation did not satisfy the requirements of relativity [7], in which the space and time coordinates must be developed as parts of a single spacetime. In relativity the relativistic momentum \( \gamma mv \) and the energy are related by the Einstein equation

\[
E^2 - p^2 c^2 = m^2 c^4, \quad (6.78)
\]

and this equation reduces to the Newtonian kinetic energy

\[
E = p^2 / 2m, \quad (6.79)
\]

when \( p \) is small compared with \( mc \) [7]. The operator replacement [1,4,5]

\[
p^\mu = i\hbar \partial^\mu, \quad p^\mu = (E/c, p), \quad \partial^\mu = \left( \frac{1}{c} \frac{\partial}{\partial t}, -\nabla \right), \quad (6.80)
\]

in Eq. (6.78) produces the Klein-Gordon equation

\[
(\Box + m^2 c^2 / \hbar^2) \psi = 0, \quad (6.81)
\]

to which the Evans Eq. (6.4) reduces in the limit (6.69). The Klein-Gordon equation produces a fundamental and well-known paradox [5,7] if its eigenfunction is assumed to have a probabilistic ontology. The probability density from the Klein-Gordon equation can be negative (and therefore unphysical), whereas the probability density of the Schrödinger equation is always positive definite. Dirac therefore constructed an equation of the form

\[
\frac{\partial \psi}{\partial t} = \alpha_X \frac{\partial \psi}{\partial X} + \alpha_Y \frac{\partial \psi}{\partial Y} + \alpha_Z \frac{\partial \psi}{\partial Z} + \beta mc^2, \quad (6.82)
\]

where \( \alpha_X, \alpha_Y, \alpha_Z, \beta \) are constants [7]. The equation leads to a positive definite probability density. The four components of the Dirac equation must also be four Klein-Gordon equations, and the constants \( \alpha_X, \alpha_Y, \alpha_Z, \beta \) must be \( 4 \times 4 \) matrices, known as the Dirac matrices \( \gamma^\mu \). The solutions of the Dirac equation separate at low kinetic energies into two doubly degenerate sets, one set is associated with positive kinetic and the other with negative kinetic energy, giving rise to anti-particles and the Dirac sea [5,7]. The degeneracy is removed by a magnetic field, giving rise from half integral spin to fermion spin resonance.

In order to derive the original form of the Dirac equation from the equivalent form (6.69) (the Klein-Gordon form of the Dirac equation), the d’Alembertian is expressed in terms of the anti-commutator of Dirac matrices [5]:

\[
\Box = \frac{1}{2} \{ \gamma^\mu, \gamma^\nu \} \partial_\mu \partial_\nu, \quad (6.83)
\]

This equation implies
\[ \{ \gamma^\mu, \gamma^\nu \} = 2q^{\mu\nu}, \]  
(6.84)  
i.e., in Euclidean spacetime the symmetric metric tensor \( q^{\mu\nu} \) is half the commutator of the Dirac matrices. However we also know that the symmetric metric tensor is defined by [2]

\[ q^{\mu\nu} = \frac{1}{2} \{ q^\mu, q^\nu \}, \]  
(6.85)  
and so

\[ \{ \gamma^\mu, \gamma^\nu \} = \{ q^\mu, q^\nu \}. \]  
(6.86)  
This equation shows that the Evans wave equation may be expressed as an eigenequation in the Dirac matrix generalized to non-Euclidean spacetime:

\[ (\Box + kT)\gamma^\mu = 0. \]  
(6.87)  
In the Euclidean limit

\[ (\Box + m^2c^2/\hbar^2) \gamma^\mu = 0. \]  
(6.88)  
In non-Euclidean spacetime, the elements of the \( 4 \times 4 \) Dirac matrices are no longer unity but become space- and time-dependent quantities and the Dirac matrices in non-Euclidean spacetime are related to the tetrads [3] \( q^\alpha_{\mu} \). This result is consistent with the fact that the most general form of the Evans equation is an eigenequation in tetrads [1,4]:

\[ (\Box + kT)q^\alpha_{\mu} = 0. \]  
(6.89)  
The Dirac matrix and spinor forms of the Dirac equation in general relativity are related by Eqs. (6.84) and (6.86).

The original form of the Dirac equation is obtained by substituting Eq. (6.83) into Eq. (6.69), which has been deduced in this paper from the Evans Eq. (6.4). This substitution produces:

\[ (\gamma^\mu \gamma^\nu \partial_\mu \partial_\nu + m^2c^2/\hbar^2) \psi = 0. \]  
(6.90)  
Equation (6.90) may be obtained from the Dirac equation in its original form

\[ (i\gamma^\mu \partial_\mu - mc/\hbar)\psi = 0. \]  
(6.91)  
The proof of this result is as follows:

Using the operator equivalence (6.80), Eq. (6.91) becomes

\[ (\gamma^\mu p_\mu - mc/\hbar) \psi = 0. \]  
(6.92)  
Application of the operator \( i\gamma^\mu \partial_\mu \) to Eq. (6.91) produces

\[ (-\gamma^\mu \partial_\mu \gamma^\nu \partial_\nu - i(\gamma^\mu \partial_\mu)(mc/\hbar)) \psi = 0. \]  
(6.93)  
However, we know that
6.5 A Fundamental Paradox In Clifford Algebra

\[ i\gamma^\mu \partial_\mu \psi = \frac{mc}{\hbar} \psi \]  
(6.94)

and

\[ \partial_\mu [\frac{mc}{\hbar} \psi] = \frac{mc}{\hbar} \partial_\mu \psi, \]  
(6.95)

and so we obtain Eq. (6.90) from Eq. (6.91).

Equation (6.92), the original form of the Dirac equation, may now be expressed in the form

\[ (E + c\sigma \cdot \mathbf{p}) q^{(L)}(\mathbf{p}) = mc^2 q^{(R)}(\mathbf{p}), \]  
(6.96)

\[ (E - c\sigma \cdot \mathbf{p}) q^{(R)}(\mathbf{p}) = mc^2 q^{(L)}(\mathbf{p}), \]  
(6.97)

which consists of two simultaneous equations [5] with

\[ q^{(L)}(0) = q^{(R)}(0) \]  
(6.98)

in the space and time dependent metric two-spinors. In the discussion to this paper it is shown that these spinors are obtained from the rest frame spinors by a Lorentz boost in special relativity.

Therefore all the major properties of the Dirac equation have been obtained from the Evans Eq. (6.4), which is therefore a generalized and nonlinear Dirac equation. The Evans equation also contains physics not present in the Dirac equation and therefore supplants the latter in natural philosophy.

6.5 A Fundamental Paradox In Clifford Algebra

This paradox of Clifford algebra occurs in the standard method [5] of identifying the outer product of two Pauli spinors with the position vector \( \mathbf{R} \) in the Pauli basis:

\[ H = \sigma \cdot \mathbf{r} = \xi \xi^+, \]  
(6.99)

where

\[ \sigma \cdot \mathbf{r} = \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix} \]  
(6.100)

and

\[ \xi \xi^+ = \begin{pmatrix} \xi_1 \xi_1^* & \xi_1 \xi_2^* \\ \xi_2 \xi_1^* & \xi_2 \xi_2^* \end{pmatrix}. \]  
(6.101)

The standard method in Clifford algebra [5] expresses the outer product \( \xi \xi^+ \) as a traceless unitary matrix by noting that Eqs. (6.23) to (6.26) can be written as

\[ \xi_1' = a \xi_1 + b \xi_2, \]  
(6.102)

\[ \xi_2' = -b^* \xi_1 + a^* \xi_2, \]  
(6.103)

\[ -\xi_2'^* = a(-\xi_2^*) + b \xi_1^*, \]  
(6.104)

\[ \xi_1'^* = -b^*(-\xi_2^*) + a^* \xi_1^*. \]  
(6.105)
Therefore the Pauli spinor \( \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} \) transform in the same way as \( \begin{pmatrix} -\xi_2^* \\ \xi_1^* \end{pmatrix} \). In shorthand notation,

\[
\xi \sim \zeta \xi^*, \quad \zeta = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\] (6.106)

In other words, we can think of \( \xi_1 \rightarrow -\xi_2^*, \quad \xi_1' \rightarrow -\xi_2^*', \quad \xi_2 \rightarrow \xi_1^*, \quad \xi_2' \rightarrow -\xi_1^* \). (6.107)

Similarly, we can write Eqs. (6.9) to (6.12) as

\[
\xi_1' = \xi_1 a^* + \xi_2 b^*,
\]
\[
\xi_2' = -\xi_1^* b + \xi_2^* a,
\]
\[
\xi_2 = \xi_2 a^* - \xi_1 b^*,
\]
\[
-\xi_1' = -\xi_2 b - \xi_1 a,
\] (6.111)

so we can think of

\[
\xi_1' \rightarrow \xi_2, \quad \xi_1' \rightarrow \xi_2', \quad \xi_2^* \rightarrow -\xi_1, \quad \xi_2^* \rightarrow -\xi_1'.
\] (6.112)

From Eqs. (6.107) and (6.112),

\[
\xi \xi^\dagger \sim \begin{pmatrix} -\xi_2^* \\ \xi_1^* \end{pmatrix} (-\xi_1, \xi_2) = \begin{pmatrix} \xi_2^* \xi_1 - \xi_2^* \xi_2 \\ -\xi_1^* \xi_1 + \xi_1^* \xi_2 \end{pmatrix}.
\] (6.113)

The standard method [5], however, asserts that

\[
\xi^\dagger \sim (\xi \xi)^T = (-\xi_2, \xi_1).
\] (6.114)

This method does not agree with the fact that \( \xi^\dagger \) transforms as \( (-\xi_1, \xi_2) \), from Eqs. (6.112) and (6.107). However, if, for the sake of continuity, one accepts the incorrect Eq. (6.114), one obtains

\[
H = h = \xi \xi^\dagger = \begin{pmatrix} -\xi_1 \xi_2 & \xi_1^2 \\ -\xi_2^2 & \xi_1 \xi_2 \end{pmatrix} = \begin{pmatrix} Z & X - iY \\ X + iY & -Z \end{pmatrix},
\] (6.115)

that is,

\[
X - iY = -\xi_2^2,
\]
\[
X + iY = \xi_1^2,
\]
\[
Z = \xi_1 \xi_2.
\] (6.118)

Multiplication of Eqs. (6.116) and (6.117) produces
\[ X^2 + Y^2 = (X - iY)(X + iY) = -\xi_1^2 \xi_2^2; \]  
(6.119)

and, adding Eqs. (6.118) and (6.119),

\[ X^2 + Y^2 + Z^2 = 0, \]  
(6.120)

an equation that produces the paradox

\[ X = Y = Z^2 = 0 \]  
(6.121)

because \( X, Y \) and \( Z \) are all real-valued.

This fundamental paradox is also present for any type of outer product of Pauli spinors. For example, if we attempt to identify

\[
\begin{pmatrix}
Z & X - iY \\
X + iY & -Z
\end{pmatrix} = \begin{pmatrix}
\xi_1 \xi_2^* & -\xi_2 \xi_1^* \\
-\xi_1 \xi_1^* & \xi_2 \xi_2^*
\end{pmatrix},
\]

(6.122)

we find

\[ X - iY = -\xi_2 \xi_1^*, \]  
(6.123)

\[ X + iY = -\xi_1 \xi_2^*, \]  
(6.124)

\[ Z = \xi_1 \xi_2^* = -\xi_2 \xi_1^*. \]  
(6.125)

Multiplication of Eqs. (6.123) and (6.124) gives

\[ X^2 + Y^2 = \xi_1 \xi_2^* \xi_2 \xi_1^*; \]  
(6.126)

and, adding Eqs. (6.125) and (6.126), we obtain Eqs. (6.120) and (6.121) again.

Therefore this paradox is a basic paradox of Clifford algebra because it occurs in the basic relation between three-vector elements and two-spinor elements. We avoid using the paradox in this paper by devising Eq. (6.28) by identifying the inner product of Pauli spinors with the inner product of three vectors.

### 6.6 Discussion

In this paper we have derived the fundamental properties of the Dirac equation from the metric compatibility condition (6.1) of non-Euclidean geometry. There remains only the problem of relating the Dirac equation to the Lorentz boost of special relativity [5]. The original method, due to Ryder [5], relies solely on the Lorentz boosts:

\[ q^{(R)}(p) = \exp(-i\frac{\sigma}{2} \cdot \phi)q^{(R)}(0), \]  
(6.127)

\[ q^{(L)}(p) = \exp(i\frac{\sigma}{2} \cdot \phi)q^{(L)}(0). \]  
(6.128)
These are generated from each other by the parity operator. Solving Eqs. (6.127) and (6.128) simultaneously leads to the result

\[
(E - c \sigma \cdot p)q(R)(p) - mc^2q(L)(p) = (E + c \sigma \cdot p)q(L)(p) - mc^2q(R)(p).
\]

(6.129)

Comparison with Eqs. (6.96) and (6.97) shows that the Dirac equation is a special case of Eq. (6.129). The Ryder method does not, however, unequivocally obtain the Dirac equation from Eq. (6.129). In order to try to achieve this result we have to consider the extra condition

\[
q(R)(p)q(L)^T(p) = q(R)(0)q(L)^T(0) = q(R)(0)q(R)^T(0) = q(L)(0)q(R)^T(0) = q(L)(0)q(L)^T(0),
\]

(6.130)

which is obtained from Eq. (6.98). Equation (6.130) implies

\[
q(R)(p)q(L)^T(p) = q(R)(p)q(R)^T(p) = q(L)(p)q(R)^T(p).
\]

(6.131)

Multiplying Eq. (6.129) on both sides by \(q(L)^T\), we obtain

\[
(E - c \sigma \cdot p)q(R)q(L)^T - mc^2q(L)q(L)^T = (E + c \sigma \cdot p)q(L)q(L)^T - mc^2q(R)q(L)^T;
\]

(6.132)

and, using Eq. (6.131),

\[
E - c \sigma \cdot p - mc^2 = E + c \sigma \cdot p - mc^2, \tag{6.133}
\]

which implies

\[
p = 0, \tag{6.134}
\]

\[
E - mc^2 = E - mc^2. \tag{6.135}
\]

This is the maximum amount of information obtainable from the Lorentz boost, so the Dirac Eq. (6.92) cannot be obtained unequivocally from a Lorentz boost. The correct way of deducing the Dirac equation unequivocally is from general relativity, as in this paper.
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Unification Of Gravitational And Strong Nuclear Fields

Summary. Using the recently derived Evans wave equation of unified field theory, the strong nuclear field is described with an SU(3) representation of the gravitational field and the Gell-Mann color triplet is derived from general relativity as a three-spinor eigenfunction of the Evans wave equation.

Key words: Evans wave equation, strong field, gravitational field, Gell-Mann color triplet, field unification.

7.1 Introduction

Recently a wave equation for unified field theory has been derived [1-3] from a lemma of Cartan-Riemann differential geometry [4, 5] and used to give the first self consistent unified description of the gauge invariant gravitational and electromagnetic fields. The former is the Riemann form and the latter is the torsion form. One form is the Hodge dual of the other. The theory has been shown [1-3] to reduce to all the main equations of physics in the appropriate limits, these equations include: the four Newton laws; the Schrödinger equation; the Dirac equation; the d’Alembert equation; the Poisson equations of dynamics and electrostatics; and the correct generally covariant form of the Maxwell-Heaviside field equations. The latter are referred to as “O(3) electrodynamics” because the symmetry group of the underlying gauge field theory is O(3). The theory of O(3) electrodynamics has been extensively tested against experimental data, and found experimentally to have numerous advantages over the Maxwell-Heaviside field theory [6-8]. It has been inferred that in order to unify gravitation and electromagnetism within the theory of general relativity, electrodynamics must have a gauge symmetry higher than U(1) [6-8]. This inference produces the fundamental Evans-Vigier magnetic field, which reaches mega-gauss in the inverse Faraday effect [9] of under dense plasma, and is now a routine observable. The theory reduces to two Maxwell-Heaviside equations for transverse plane waves, but in addition gives
the observable Evans-Vigier field, governed by a third field equation [6-8] not present in Maxwell-Heaviside theory. The unified field theory therefore has all the hallmarks of a major paradigm shift in physics. The inter-relation between the gravitational and electromagnetic field is given, for example, by the first and second Bianchi identities of differential geometry. These identities inter-relate the Riemann and torsion forms, which are defined in terms of the spin connection and the tetrad by the second and first Maurer-Cartan structure relations, respectively. It has been inferred that the Riemann form is the Hodge dual of the torsion form, and that spin connection is the Hodge dual of the tetrad. In the condensed notation of differential geometry the first and second Maurer-Cartan structure relations are, respectively:

\[ T^a = D \wedge q^a, \quad (7.1) \]

\[ R^a{}_{b} = D \wedge \omega^a{}_{b}, \quad (7.2) \]

where \( R^a{}_{b} \) is the Riemann form and \( T^a \) the torsion form. The symbol \( D^\wedge \) denotes exterior covariant derivative, and \( \omega^a{}_{b} \) and \( q^a \) are, respectively, the spin connection and the tetrad. The first and second Bianchi identities are the homogeneous field equations of unified field/matter theory and are, respectively:

\[ D \wedge T^a := 0, \quad (7.3) \]

\[ D \wedge R^a{}_{b} := 0. \quad (7.4) \]

The first and second Evans duality equations state that there exist the Hodge duality relations

\[ R^a{}_{b} = \epsilon^a{}_{bc} T^c, \quad (7.5) \]

\[ \omega^a{}_{b} = \epsilon^a{}_{bc} q^c, \quad (7.6) \]

where \( \epsilon^a{}_{bc} \) is the appropriate Levi-Civita symbol in the well defined [4,5] orthonormal space of the tetrad.

In this notation, the Maxwell-Heaviside field theory is described by

\[ F = d \wedge A, \quad (7.7) \]

\[ d \wedge F := 0, \quad (7.8) \]

where \( F \) is the gauge invariant electromagnetic field (a scalar-valued two-form), and where \( A \) is the potential field (a scalar-valued one-form). In generally covariant unified field theory [1-3] \( F \) becomes directly proportional to the torsion form \( T^a \) (a vector valued two form) and \( A \) becomes directly proportional to the tetrad \( q^a \) (a vector-valued one-form). The exterior derivative \( d^\wedge \) becomes the covariant exterior derivative \( D^\wedge \). The inhomogeneous Maxwell-Heaviside field equation is

\[ d^\wedge F = J, \quad (7.9) \]
where $*F$ is the Hodge dual of $F$ and where $J$ is a scalar-valued three-form, the current form. In unified field theory, Eq. (7.9) is developed into the first and second Evans inhomogeneous field equations

$$D \wedge *T^a = J^a, \quad (7.10)$$
$$D \wedge *R^a_b = J^a_b, \quad (7.11)$$

where $J^a$ is a vector valued three form, and $J^a_b$ is a tensor-valued three form, where $*T^a$ is the Hodge dual of $T^a$, defined by

$$*T^a_{\mu\nu} = \frac{1}{2} \varepsilon^{\mu\nu\rho\sigma} T^a_{\rho\sigma}, \quad (7.12)$$

and where $*R^a_{\mu\nu}$, the Hodge dual of $R^a_{\mu\nu}$, defined by

$$*R^a_{\mu\nu} = \frac{1}{2} \varepsilon^{\mu\nu\rho\sigma} R^a_{\rho\sigma}. \quad (7.13)$$

Equations (7.10) and (7.11) govern the interaction of the gauge invariant fields $*T^a$ and $*R^a_{\mu\nu}$, respectively, with matter fields in unified field theory.

It can be seen that there is no longer a distinction between the gravitational and electromagnetic fields and they are unified with differential geometry. The potential field (Feynman’s “universal influence” [10]) is developed into the tetrad, which is in turn governed by the Evans lemma of differential geometry:

$$DD = dD := \Box - R, \quad (7.14)$$

where $\Box$ is the d’Alembertian operator in Euclidean spacetime, and where $R$ is scalar curvature in differential geometry. The lemma (7.14) is the subsidiary proposition which leads to the Evans wave equation of differential geometry, the eigenequation

$$\Box q^a = Rq^a, \quad (7.15)$$
$$\Box + kT)q^a = 0. \quad (7.16)$$

Combining Eq. (7.15) with the Evans field equation [1-3]

$$Rq^a = -kTq^a \quad (7.17)$$

gives the Evans wave equation (7.16) of generally covariant unified field theory. Equation (7.16) completes Einstein’s theory of general relativity of the gravitational field and develops it into a generally covariant unified field theory of all known radiation and matter fields.

The torsion form is the commutator of tetrads [1-3]:

$$T^c = Rq^a \wedge q^b; \quad (7.18)$$

and, using Eq. (7.5), the Riemann form is also defined in terms of a commutator of tetrads:

$$R^a_{\mu\nu} = \varepsilon^{\mu\nu}_{bcd} Rq^c \wedge q^d. \quad (7.19)$$

In this paper, we use Eq. (7.16) to derive the Gell-Mann quark color triplet from differential geometry in non-Euclidean spacetime, thus unifying the theory of the strong field and the theory of the gravitational field.
7.2 Derivation Of The Quark Color Triplet

It is well known that the quark Lagrangian is invariant under the SU(3) transformation [10], where \( q \) is the quark color triplet

\[
q \rightarrow Mq,
\]

(7.20)

\[
q = \begin{pmatrix} q_R \\ qw \\ q_B \end{pmatrix}
\]

(7.21)

and a three spinor. In unifying the gravitational and strong fields it is shown in this section that \( q \) is a manifestation of differential geometry, an eigenfunction of Eq. (7.16). Therefore the equation governing the strong force is

\[
(\Box + kT)q = 0,
\]

(7.22)

and \( q \) is the gluon wavefunction, the eigenfunction of the quantized strong field. The corresponding wave equation for the gravitational field is

\[
(\Box + kT)q^a_{\mu} = 0,
\]

(7.23)

where \( q^a_{\mu} \) is the tetrad. Therefore, if we can express Eq. (7.22) in terms of Eq. (7.23), we can unify the strong and gravitational fields.

In order to achieve this unification, note that \( M \) in Eq. (7.20) is a unitary, orthogonal matrix of the SU(3) group representation of space, a 3 \( \times \) 3 generalization of the 2 \( \times \) 2 complex Pauli matrices [10] of the SU(2) group representation of space. Only unitary, orthogonal matrices form groups; Hermitian matrices do not form groups [10]. Therefore \( M \) must be either an O(3) or SU(3) representation of space [10]. The two representations are representations of the same base manifold, so there must be relations between elements of SU(3) (components of the three spinor) and those of O(3) (components of the tetrad). In the unified field theory summarized in Sec. 1, this geometrical relation unifies the strong and gravitational fields, and shows that the strong field is simply the gravitational field in an SU(3) representation of space. Quarks have not yet been observed individually, so it remains to be seen whether the SU(3) representation has a physical meaning akin to the half integral spin of a fermion in the SU(2) representation. In other words the gravitational field can always be represented mathematically in SU(3) form, but it remains to be seen whether this has any meaning in physics, because individual quarks have never been observed. Indeed the standard model goes so far as to suggest that quarks cannot be observable, and “self-destruct” because quarks cannot be physical if they are unobservable. The major inference in Eq. (7.22) is that the quark color triplet is derived from a tetrad, and it should be noted that Eq. (7.22) is valid in non-Euclidean spacetime, and is a generally covariant description of the strong field.
In the standard model the SU(3) group is chosen to represent the strong field for experimental reasons [10], but these reasons do not include the observation of individual quarks. The SU(3) symmetry matrix $M$ is the unitary complex $3 \times 3$ matrix with unit determinant defined by

$$MM^\dagger = 1, \quad \det M = 1. \quad (7.24)$$

It follows that $M$ is $3 \times 3$ matrix with eight independent parameters, which are the eight group generators denoted [10] by $\lambda_n/2$. The corresponding generators in the SU(2) representation are the three Pauli matrices. Elementary particles in the standard model are thought to be composite states of quarks, and there are thought to be six quarks: $u, d, s, c, t,$ and $b$. Each quark has spin half. Baryons and mesons are composite states of quarks, and in the standard model only these composite states are thought to be observable as elementary particles. Pions, for example, are thought to be three members of a supermultiplet of eight, and the strong interaction is thought to be an interaction between quarks mediated by a massless gluon field. All this is in the context of special relativity. There is no concept in the standard model of the strong field being derivable from the gravitational field, and so the strong field is not generally covariant, a major weakness of the standard model. In the unified field theory represented by Eqs. (7.22) and (7.23) the strong field is a manifestation of the gravitational field using SU(3) representation for the base manifold. The quark color triplet is simply a three spinor equivalent of the tetrad used to describe the gravitational field. The index of the orthonormal tangent space of the tetrad becomes the internal index of the SU(3) gauge group representation of the strong field. In the standard model the tangent space is a physical space but the internal space of gauge theory is an abstract space. In the unified field theory outlined in Sec. 1 the hitherto abstract internal space of gauge theory is given a physical meaning for the first time. Despite the fact that quarks are unobservable in the standard model, they are thought to possess a quantum number with three degrees of freedom, and these are the components of the three spinor (7.21): red, white and blue.

(Similarly the weak nuclear field in the standard model is thought to derive from a SU(2) symmetry gauge field theory. However the theory of the weak nuclear field is again a theory of special relativity, and spontaneous symmetry breaking is needed to provide the bosons of the weak field with mass. Unification of the weak and electromagnetic fields is standard-modeled in such a way that the electromagnetic field photons remain massless. This is essentially an empirical model with adjustable parameters. There is no experimental evidence for the Higgs boson for example, and so there is no evidence for spontaneous symmetry breaking, a cornerstone of the standard model. In the unified field theory of Sec. 1, the weak field is the electromagnetic field in SU(2) representation, and the mass of the three weak field bosons is represented by the limit of $T$ in special relativity, a mass density. Each boson of the weak field has its individual mass, determined experimentally.)
Therefore, in order to describe quarks in general relativity, non-Euclidean space-time must be expressed in SU(3) representation using the tetrad as a starting point. Similarly the tetrad is used as the starting point for the recent derivation of the Dirac equation from the more general Evans wave Eq. (7.16). The quarks (albeit unobservable by hypothesis in the standard model) of the strong nuclear field and the bosons of the weak nuclear field both become quanta of the unified field from the Evans wave equation. Ultimately the quarks are SU(3) representations of quantized gravitation from Eq. (7.16), and the weak nuclear field bosons are SU(2) representations of the electromagnetic field. Both the gravitational and the electromagnetic field spring from the tetrad, so we have built field unification with differential geometry.

The eight SU(3) matrices are generalizations of the familiar Pauli matrices:

\[
\begin{align*}
\sigma^1 &= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \\
\sigma^2 &= \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \\
\sigma^3 &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\end{align*}
\] (7.25)

as follows:

\[
\begin{align*}
\sigma^1 &\rightarrow \lambda_1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\sigma^2 &\rightarrow \lambda_2 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\sigma^3 &\rightarrow \lambda_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\end{align*}
\] (7.26)

\[
\begin{align*}
\lambda_4 &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \\
\lambda_5 &= \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}, \\
\lambda_6 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}, \\
\lambda_7 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \\
\lambda_8 &= \frac{1}{\sqrt{3}} \left( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix} \right). 
\end{align*}
\] (7.27)

The matrices are characterized by:

\[
[(1/2)\lambda_a, (1/2)\lambda_b] = (i/2)C_{abc}\lambda_c,
\] (7.29)

where

\[
C_{abc} := ij_{abc}
\] (7.30)

are the group structure constants of SU(3). The structure constants of SU(2) are

\[
C_{abc} = i\epsilon_{abc}.
\] (7.31)

It can be seen that \(\lambda_2, \lambda_5,\) and \(\lambda_7\) are O(3) rotation generator matrices, cyclically related by

\[
[(1/2)\lambda_2, (1/2)\lambda_5] = (i/2)j_{257}\lambda_7;
\] (7.32)

and this is a representation of three-dimensional Euclidean space with O(3) group rotation generators. Similarly, \(-i\lambda_1, -i\lambda_4, -i\lambda_6\) are three O(3) symmetry rotation generator matrices related cyclically by
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\[(1/2)\lambda_1, (1/2)\lambda_4 \equiv (i/2)j_{146}\lambda_6. \tag{7.33}\]

Finally, the matrices \(\lambda_3\) and \(\lambda_8\) are also rotation generator matrices related cyclically by

\[[(1/2)\lambda_3, (1/2)\lambda_8] = (i/2)j_{38c}\lambda_c, \tag{7.34}\]

where \(c = 1, 2, 4, 5, 6,\) or \(7.\)

Therefore a rotation in three-dimensional space in SU(3) representation is given by

\[q' = \exp \left( \frac{i}{2} \lambda_a \epsilon_a \right) q, \tag{7.35}\]

an SU(3) transformation with

\[q = \begin{pmatrix} q_R \\ q_W \\ q_B \end{pmatrix}. \tag{7.36}\]

Similarly a rotation in Euclidean, three-dimensional space (the base manifold) can be represented by the SU(2) transformation

\[q' = \exp \left( \frac{1}{2} \sigma^i \epsilon_i \right) q, \tag{7.37}\]

where

\[q = \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}. \tag{7.38}\]

is the Pauli two-spinor representation of the base manifold using a two-dimensional representation space. In Eq. (7.36), \(q\) is a three-spinor representation of Euclidean three dimensional space.

In order now to represent the strong nuclear field in general relativity, the group indices \(a, b, c\) in Eq. (7.29) are recognized as indices of the orthonormal space of the tetrad, so that Eq. (7.29) becomes an equation of differential geometry, valid in any spacetime, and independent of the details of the base manifold geometry [4,5]. Similarly, in order to represent the weak nuclear field in general relativity, the indices \(a, b, c\) of Eq. (7.31) become indices of differential geometry. Thus both equations (7.29) and (7.31) can be written as

\[(1/2)\lambda_a \wedge (1/2)\lambda_b = (i/2)j_{abc}\lambda_c, \tag{7.39}\]

that is,

\[(1/2)q_a \wedge (1/2)q_b = (i/2)j_{abc}q_c, \tag{39a}\]

i.e., become valid in non-Euclidean spacetime as equations of differential geometry. In wedge product notation of differential geometry, Eqs. (7.30) and (7.31) define cyclically symmetric relations between wedge products in respectively an SU(3) and SU(2) representation of the orthonormal space of the tetrad. In
the SU(3) representation for the strong nuclear field in general relativity the
tetrad is defined by the equation
\[ q^a = q^a_{\mu} q^\mu : SU(3) \] (7.40)

between a metric three-spinor \( q^a \) in the orthonormal space labeled \( a \) and a
metric three-spinor \( q^\mu \) in the non-Euclidean base manifold, labeled \( \mu \). Similarly
the tetrad in the SU(2) representation for the weak nuclear field in general
relativity is defined by
\[ q^a = q^a_{\mu} q^\mu : SU(2), \] (7.41)

where \( q^a \) is a metric two-spinor in the orthonormal space and where \( q^\mu \) is a
metric two-spinor in the base manifold. In both cases the Evans wave equation
is an equation in the tetrad
\[ (\Box + kT)q^a_{\mu} = 0; \] (7.42)

and in this notation takes the same form for gravitation and for electromag-
netism. For both gravitation and electromagnetism, the tetrad is defined by
\[ q^a = q^a_{\mu} q^\mu : O(3), \] (7.43)

where \( q^a \) is a metric four vector in the orthonormal space and where \( q^\mu \) is a
metric four-vector in the base manifold.

It is seen that the strong and weak nuclear fields and the gravitational
and electromagnetic field share a common origin in the concept of tetrad, and
that the Evans wave equation in all cases is an equation in the tetrad. The nu-
clear weak field is essentially an SU(2) representation for the electromagnetic
field, and the nuclear strong field an SU(3) representation of the gravitational
field. The Dirac equation is derived [11] from the Evans equation with an
SU(2) representation of the gravitational field.

Finally the quark color triplet is a field, so must be a manifestation of
the tetrad field. In the standard model only an empirical representation of the
color triplet is given, i.e., it is not derived from general relativity and is not
identified as a manifestation of a tetrad, the matrix that relates the metrics in
the orthonormal space and the base manifold. For each label \( a \) of the tetrad,
it is a generally covariant object, i.e., a generally covariant four-vector, three-
spinor or two-spinor, so the equation governing the gluon field (and all other
fields) in general relativity is the Evans equation for each upper index \( a \).
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Summary. The Evans wave equation is derived from the appropriate Lagrangian and action, identifying the origin of the Planck constant $\hbar$ in general relativity. The classical Fermat principle of least time, and the classical Hamilton principle of least action, are expressed in terms of a tetrad multiplied by a phase factor $\exp(iS/\hbar)$, where $S$ is the action in general relativity. Wave (or quantum) mechanics emerges from these classical principles of general relativity for all matter and radiation fields, giving a unified theory of quantum mechanics based on differential geometry and general relativity. The phase factor $\exp(iS/\hbar)$ is an eigenfunction of the Evans wave equation and is the origin in general relativity and geometry of topological phase effects in physics, including the Aharonov-Bohm class of effects, the Berry phase, the Sagnac effect, related interferometric effects, and all physical optical effects through the Evans spin field $B^{(3)}$ and the Stokes theorem in differential geometry. The Planck constant $\hbar$ is thus identified as the least amount possible of action or angular momentum or spin in the universe. This is also the origin of the fundamental Evans spin field $B^{(3)}$, which is always observed in any physical optical effect. It originates in torsion, spin and the second (or spin) Casimir invariant of the Einstein group. Mass originates in the first Casimir invariant of the Einstein group. These two invariants define any particle.
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8.1 Introduction

The Evans wave equation of unified theory [1-3] is derived from the appropriate Lagrangian density and action in general relativity. The action $S$ so defined is shown to be the origin both of the Planck constant $\hbar$ and of the Evans spin field $B^{(3)}$ [4-8]. The latter is always observed in any physical optical or topological phase effect involving electromagnetism. The latter, in turn, is part of the Evans unified field theory [1-3] in general relativity and differential geometry [9,10], and electromagnetism is the gauge invariant component.
of unified field theory originating in the torsion form of differential geometry. Gravitation is the gauge invariant component of the unified field theory originating in the Riemann form. The potential fields for both gravitation and electromagnetism originate in the tetrad $q^a_\mu$ [1-3], which is most generally defined as the invertible matrix linking two frames of reference. Section 8.2 identifies the Lagrangian density and action which lead to the Evans wave equation through the Euler Lagrange equation. In Sec. 3 the action defined in Sec. 2 is used to construct the phase factor

$$\Phi = \exp(iS/\hbar),$$

(8.1)

which is the origin of all topological phase effects in physics. By defining the Evans spin field $B^{(3)}$ in terms of the action $S$ it is shown that the phase factor $\Phi$ is also the origin of all physical optical effects [4-8]. Inter alia, the latter are defined by $B^{(3)}$ and serve to show the presence of $B^{(3)}$ in any physical optical effect, the reason being that $B^{(3)}$ always defines the electromagnetic phase through $S$ and the Stokes theorem of differential geometry applied to general relativity. An elegant and powerful understanding of natural philosophy is therefore possible through the use of differential geometry applied to unified field theory [1-3], and through the development of electromagnetism as a non-Abelian gauge field theory [4-8]. Section 8.4 unifies the Fermat principle of least time in optics and the Hamilton principle of least action in dynamics by showing that these principles of classical physics can both be defined as the tetrad multiplied by the phase factor $\Phi$. The propagation of a wave in optics or a particle in dynamics is governed essentially by $\Phi$, and the wave and particle become conceptually unified in general relativity, thus leading to the de Broglie principle of duality in general relativity and unified theory, and thus to quantum mechanics in general relativity.

### 8.2 The Lagrangian Density And Action Of The Evans Wave Equation

The action $S$ is the integral [9-14] with respect to the four-volume $d^4x$ over the Lagrangian density:

$$S = (1/c) \int L \, d^4x,$$

(8.2)

where $c$ is the speed of light in vacuo, a universal constant of general relativity. The four volume $d^4x$ is used because the integration takes place in a non-Euclidean spacetime of four-dimensions. The Lagrangian density is defined to be a function of the tetrad $q^a_\mu$, the derivative $\partial_\nu q^a_\mu$, and of $x^\mu$:

$$L = \mathcal{L} \left( q^a_\mu, \partial_\nu q^a_\mu, x^\mu \right).$$

(8.3)

It follows [9-14] from Hamilton’s principle of least action and the variational principle that the Lagrangian density is governed by the Euler Lagrange equation of motion:
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\[ \frac{\partial \mathcal{L}}{\partial q^a_{\nu}} = \partial^\mu \left( \frac{\partial \mathcal{L}}{\partial (\partial^\mu q^a_{\nu})} \right). \]  

(8.4)

The Evans wave equation of motion \([1-3]\) is

\[ (\Box + kT)q^a_{\mu} = 0, \]  

(8.5)

where

\[ T = -R/k \]  

(8.6)

is the index contracted energy-momentum tensor defined through Eq. (6) by the negative of the scalar curvature \(R\) divided by \(k\), the Einstein constant. In Eq. (8.5) \(\Box\) is the d’Alembertian operator with respect to Euclidean spacetime \([1-3]\):

\[ \Box = \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{\partial^2}{\partial X^2} - \frac{\partial^2}{\partial Y^2} - \frac{\partial^2}{\partial Z^2}. \]  

(8.7)

Equation (8.5) follows from the Eq. (8.4) given the Lagrangian density

\[ \mathcal{L} = -\frac{c^2}{k} \left[ \frac{1}{2} (\partial_\mu q^a_{\nu})(\partial^\mu q^a_{\nu}) + \frac{R}{2} q^a_{\nu} q^a_{\nu} \right] = -\frac{R}{k} c^2. \]  

(8.8)

Using Eq. (8.8), the left-hand side of Eq. (8.4) becomes

\[ \frac{\partial \mathcal{L}}{\partial q^a_{\nu}} = -\frac{R c^2}{k} q^a_{\nu}, \]  

(8.9)

and the right-hand side is

\[ \frac{\partial \mathcal{L}}{\partial (\partial^\mu q^a_{\nu})} = -\frac{c^2}{k} \partial_\mu q^a_{\nu}. \]  

(8.10)

The Euler-Lagrange equations (8.4) therefore gives the Evans lemma \([15]\) or subsidiary proposition of differential geometry:

\[ \Box q^a_{\nu} = Rq^a_{\nu}, \]  

(8.11)

given the Lagrangian density (8.8). The Evans wave equation (8.5) follows from the lemma (8.11) using Eq. (8.6). The Lagrangian density (8.8) also defines the scalar curvature in terms of the derivative of the tetrad:

\[ R = \partial_\mu q^a_{\nu} \partial^\mu q^a_{\nu}. \]  

(8.12)

The Evans wave equation and lemma are derived \([1-3]\] from the tetrad postulate of differential geometry \([9,10]\):

\[ D_\mu q^a_{\lambda} = \partial_\mu q^a_{\lambda} + \omega^a_{\mu b} q^b_{\lambda} - \Gamma^\nu_{\mu \lambda} q^a_{\nu} = 0. \]  

(8.13)

Using Eq. (8.13) in Eq. (8.12) defines the scalar curvature \(R\) (and thus \(T\)) in terms of the Christoffel connection \(\Gamma^\nu_{\mu \lambda}\) and the spin connection \(\omega^a_{\mu b}\) for any spacetime:
This definition of the scalar curvature follows from the assumption that the Lagrangian density is a function of three variables of the type (8.3). It shows that for any non-zero $T$ the connections must also be non-zero, meaning that the spacetime is never Euclidean, and that the spacetime always contains both curvature and torsion. This is a major advance in understanding over the original theory of general relativity [15], which applies only to gravitation, and in which the torsion tensor is set to zero. For this reason the original theory of general relativity [15] cannot define electromagnetism.

In Eq. (8.5) $T$ is the total energy in general. When there is no potential energy, the total energy and the Lagrangian are identical and given by the kinetic energy:

$$T = L = E_{\text{kin}}.$$  \hfill (8.15)

More generally, the Hamiltonian and Lagrangian are defined by

$$H = E_{\text{kin}} + E_{\text{pot}},$$  \hfill (8.16)

$$L = E_{\text{kin}} - E_{\text{pot}}.$$  \hfill (8.17)

When considering the Evans lemma and wave equation, the effect of potential energy or interaction energy is always to change $R$. This means that Feynman diagrams, for example, could be replaced by a theory depending on changes of $R$, a theory which contains no singularities. This would be a major advance in areas such as quantum electrodynamics. In general the Evans equation would be solved numerically for any given problem in physics and general relativity using powerful contemporary code and code libraries for the solution of partial, second-order, differential equations (wave equation).

### 8.3 Phase Factor, Topological Effects, And Origin Of The Planck Constant In General Relativity

For a free particle (or field) there is only kinetic energy present and so total energy $T$ and Lagrangian density originate in kinetic energy. This means that the Lagrangian density is defined in terms of $R(= -kT)$ using Eq. (8.8). The action for a free particle is therefore

$$S = -\frac{c}{\hbar} \int R d^4x.$$  \hfill (8.18)

The action is an integral over the scalar curvature. This result remains true in the presence of potential or interaction energy provided the scalar curvature $R$ is changed, and provided the Lagrangian is defined correctly by Eq. (8.17). This result may be summarized in the following theorem:

If the scalar curvature is defined by


\[ T = -\frac{R}{k}, \quad (8.19) \]

then

\[ \int Rd^4x = -\frac{k}{c}S. \quad (8.20) \]

The phase factor of the Evans unified field/matter theory can therefore always be defined by a scalar curvature for any situation in physics:

\[ \Phi = \exp\left(\frac{iS}{\hbar}\right) = \exp\left(\frac{-ic\hbar}{k} \int Rd^4x\right). \quad (8.21) \]

As shown in Sec. 4, the classical Fermat and Hamilton principles are defined in turn by Eq. (8.21), thus providing a powerful basis for the development of quantum mechanics from general relativity and differential geometry. The origin of these principles of classical physics is found from the fact that the eigenfunction of the Evans wave equation can always be written as the tetrad

\[ q^a_\mu(x) = \Phi q^a_\mu(0). \quad (8.22) \]

Application of the Leibnitz theorem \[16\] to Eq. (8.22) shows that

\[ (\Box + kT)\Phi = 0, \quad (8.23) \]

and so the phase factor \( \Phi \) itself gives curvature and energy eigenvalues from the wave equation (8.26). This is the origin of the well observed topological phase effects \[17,18\] in physics. Examples are the Aharonov Bohm class of effects, the Berry phase in quantum mechanics, the Sagnac effect in physical optics, the closely related Tomita Ciao effect \[4-8\] and in general all physical optical effects, because the latter all depend on light propagation, and so they all depend on the phase defined in Eq. (8.21) through the Fermat principle of least time \[19\]. A gauge transformation can also be understood as a phase effect dependent on \( \Phi \), and so \( \Phi \) is related to the rotation operator in the gauge transformation of the general \( n \)-dimensional field \[22\]. Therefore all these effects become understandable as effects of general relativity, as required by the principle of relativity of Einstein, and not of special relativity. The principle of relativity requires that all theories of physics be theories of general relativity, and ultimately, all topological phase effects can be traced, through the Evans wave equation, to the non-trivial topology of spacetime itself. This topology is summarized in \( R(= -kT) \), and the phase (8.21) is defined by an integral over \( R \).

The global or gauge-invariant phase factor is defined through the Dirac or Wu-Yang phase factor \[17,18\]:

\[ \Phi^a = \exp\left(ie \oint A^a_\mu dx^\mu\right). \quad (8.24) \]

The physical quantity in Wu-Yang-Dirac phase is \( e \) multiplied by the gauge invariant contour integral over the electromagnetic potential \( A^a_\mu \). The latter
is related through the Stokes theorem to the surface integral over the gauge invariant electromagnetic field. The gauge invariant and non-oscillatory (i.e., phase free) electromagnetic field component in the Wu-Yang-Dirac phase is the Evans spin field \( B^{(3)} \) [4-8]. This means that the action can be defined through the Stokes theorem and in general relativity and unified field theory the action is defined in this way for any radiated or matter field.

The conventional [14] definition of a matter or radiated wave is

\[
\psi = \psi_0 \exp(i\kappa_\mu x^\mu), \tag{8.25}
\]

but this definition is incorrect, because it is invariant under parity inversion

\[
P(x_\mu \kappa^\mu) = x_\mu \kappa^\mu, \tag{8.26}
\]

and for this reason cannot provide even a qualitative description of ordinary effects in physical optics such as reflection (i.e., parity inversion) and interferometry [8]. If the phase is invariant under reflection there cannot be an observed reflection. This simple fact appears to have been overlooked in conventional physical optics. In order to construct a Michelson interferogram, for example [4-8], the phase must change sign under \( P \) at the point of beam reflection from the mirrors of the Michelson interferometer, and this property is given by the contour integral definition of phase used in the Wu-Yang-Dirac phase factor of electrodynamics:

\[
\psi = \psi_0 \exp \left( i \oint \kappa_\mu dx^\mu \right). \tag{8.27}
\]

This is an important development in physical optics because the Stokes theorem always relates the contour integral to a surface integral, showing that spin is always present in the phase of a matter wave (such as an electron beam) or a radiated wave (such as an electromagnetic beam). In the conventional description of the phase only the energy-momentum is present, represented by \( \hbar \kappa^\mu \). The conventional description is incomplete essentially because there are two invariants of the Einstein group, mass and spin, and both are needed to define a particle such as an electron or photon. The fundamental spin field in the electromagnetic phase in general relativity is the \( B^{(3)} \) field, which appears in the surface or area integral of the Stokes theorem. In the notation of differential geometry [9,10] the latter means that

\[
\oint \kappa_\mu dx^\mu = \int (d \land \kappa)_{\mu\nu} d\sigma^{\mu\nu} \tag{8.28}
\]

or, in condensed notation,

\[
\oint_{S\land S} \kappa = \int_S d \land \kappa, \tag{8.29}
\]

where \( d \land \) is the exterior derivative. Eq. (8.29) is true for all geometries of the base manifold, and so is true in general relativity, which is the geometrical theory of all physics.
If $q^a$ is the tetrad form (a vector valued one form), then the Stokes theorem implies that
\[ \oint_{\delta S} q^a = \int_S \tau^a, \]  
(8.30)
where
\[ \tau^a = d \wedge q^a \]  
(8.31)
is the torsion form [1-3,9,10] as defined by the first Maurer-Cartan structure relation of differential geometry [9,10]. So the Stokes theorem relates the contour integral over the tetrad form to the surface integral over the torsion form for any geometry of the base manifold:
\[ \oint q^a \mu dx^\mu = \int \tau^a_{\mu \nu} dv^{\mu \nu}. \]  
(8.32)
The torsion form in unified field theory [1-3] is the electromagnetic field within a factor $A^{(0)}$ with the units of weber m$^{-1}$ = volts s$^{-1}$m$^{-1}$ and the tetrad form is the electromagnetic potential field [1-3]:
\[ A^a_\mu = A^{(0)} q^a_\mu, \]  
(8.33)
where $A^{(0)}$ is a potential magnitude. Therefore in unified field theory the Stokes theorem (8.30) inter-relates the potential and gauge-invariant fields:
\[ \oint_{\delta S} A^a = \int_S B^a = \int_S d A^a. \]  
(8.34)
The potential field itself is not gauge invariant, but the contour integral over the potential field is gauge invariant. In the Aharonov-Bohm effect [14], gauge transformation of the potential field produces a physical effect, so both the potential and the gauge invariant fields are physically meaningful in classical general relativity as well as quantum mechanics. The unified field theory [1-3] has shown that quantum mechanics emerges from differential geometry, (see Sec. 4), so the gauge transformation of the second kind produces effects such as entanglement, which are conventionally explained in terms of quantum mechanical wavefunctions without classical meaning. Unified field theory [1-3] therefore traces the origin of entanglement [8] to the gauge transformation of the second kind. Action at a distance is therefore not needed to explain entanglement.

The Wu-Yang-Dirac phase developed for general relativity then follows from Eq. (8.34):
\[ \exp \left( i \frac{e}{\hbar} \oint A^a \right) = \exp \left( i \frac{e}{\hbar} \int B^a \right) \]  
(8.35)
and completely defines the electromagnetic field because this phase is gauge invariant for all geometries of the base manifold. In contrast, the conventional phase factor of Maxwell-Heaviside theory is not gauge-invariant:
\[ \Phi_{\text{MH}} = \exp\left[i(\omega t - \kappa \cdot r + \alpha)\right], \]  
(8.36)

so an arbitrary factor \(\alpha\) can be added [17] to it without affecting physical optics. This description of nature is therefore over determined. It also fails to give a qualitative account of reflection and interferometry as argued already.

This development suggests that the phase for radiated and matter waves is defined in general relativity by the tetrad form of differential geometry:

\[ \exp\left(i\kappa \oint q^a\right) = \exp\left(i\kappa \int S d \wedge q^a\right) \]  
(8.37)

for all possible geometries of the base manifold. The index \(a\) defines the tangent space basis, which is orthogonal and normalized, i.e., an Euclidean space. If we make the gauge transformation of the second kind [8]:

\[ q^a \rightarrow q^a + \frac{1}{\kappa} d\chi^a, \]  
(8.38)

where \(d\) denotes the ordinary (not exterior) derivative, then

\[ d \wedge q^a \rightarrow d \wedge q^a + \frac{1}{\kappa} d \wedge d\chi^a = d \wedge q^a, \]  
(8.39)

on using the Poincaré lemma

\[ d \wedge d := 0. \]  
(8.40)

This result shows that the right-hand side of Eq. (8.37) is gauge invariant. Therefore the left-hand side must also be gauge invariant, implying that

\[ \oint \Delta S q^a := 0 \]  
(8.41)

for all geometries of the base manifold. Eq. (8.41) is true for all \(\chi^a\), irrespective of whether \(\chi^a\) is single valued or periodic (integral or multi-valued). Therefore the Aharonov-Bohm effect, for example, cannot be described by the Stokes theorem (8.34), and the Aharonov-Bohm effect cannot be understood with the conventional phase (8.36), showing in another way that that phase is unphysical. Recall that the phase (8.36) cannot be used to understand reflection or interferometry in physical optics, and cannot be used to understand interferometry in matter waves, such as the Sagnac effect in electron beams [8]. The conventional description of the Aharonov-Bohm effect [14] contradicts the fundamental result (8.41) from gauge invariance, and the conventional description is therefore incorrect.

This fundamental paradox of conventional electromagnetic theory is resolved, however, by developing the Stokes theorem with the covariant exterior derivative [9,10,18] denoted by \(D\wedge\):

\[ \oint_{\Delta S} q^a = \int_S D \wedge q^a, \]  
(8.42)
where
\[ D \wedge q^a = d \wedge q^a + \kappa q^b \wedge q^c. \] (8.43)

Equation (8.43) is the non-Abelian Stokes theorem [8,17] in the notation of differential geometry. The covariant exterior derivative acts on a differential \( n \) form to produce a differential \( n + 1 \) form which transforms properly under general coordinate transformation [9,10], i.e., as a proper tensor. The ordinary exterior derivatives produces a vector valued \( n + 1 \) form from a vector valued \( n \) form. The \( n + 1 \) form transforms correctly under the transformation law for \((0,2)\) tensors for general coordinate transformations, but does not transform correctly as a vector under linear Lorentz transformations [9,10]. This flaw in the \( d \wedge \) operator is remedied by replacing it by the \( D \wedge \) operator, the covariant exterior derivative operator of differential geometry. The latter acts on the vector valued one form \( X^a_\mu \), for example the tetrad, to produce [9,10] the vector-valued two-form
\[
(D \wedge X)^a_{\mu\nu} = (d \wedge X)^a_{\mu\nu} + (\omega \wedge X)^a_{\mu\nu}
= \partial_\mu X^a_\nu - \partial_\nu X^a_\mu + \omega^a_{\mu b} X^b_\nu - \omega^a_{\nu b} X^b_\mu,
\] (8.44)

where \( \omega^a_{\mu b} \) is the spin connection. Recent work [3] has shown that the spin connection is the Hodge dual of the tetrad, and that the gauge invariant Riemann form of gravitation is the Hodge dual of the gauge invariant torsion form of electromagnetism [1-3]. The object \( D \wedge X^a \) always transforms as a proper tensor [9,10] for all spacetime geometries of the base manifold, and therefore for all situations in general relativity and unified field theory. The unified field theory [1-3] traces the origin of both gravitation and electromagnetism to differential geometry, thus implying the use of \( D \wedge \) for basic mathematical correctness. The replacement of \( d \wedge \) by \( D \wedge \) produces the \( B^{(3)} \) field [1-8,17], produces the correct explanation of reflection and interferometry through the phase constructed from (8.42), and clearly explains the Aharonov-Bohm effect as follows.

The electromagnetic potential field in the unified field theory is defined as the tetrad [1-3]
\[
A^a_\mu = A^{(0)} q^a_\mu,
\] (8.45)
where \( A^{(0)} \) is the scalar magnitude of the fundamental, \( C \) negative, potential field, whose origin can be traced to primordial magnetic flux in units of volts \( s^{-1} \) [1-3]. So, in generally covariant electrodynamics [4-8],
\[
D \wedge A^a = d \wedge A^a + g A^b \wedge A^c,
\] (8.46)

with
\[
g = e / \hbar = \kappa / A^{(0)}
\] (8.47)
as the fundamental charge \( e \) on the proton divided by the Planck constant \( \hbar \). Thus \( g \) is a universal constant [4-8] that defines the photon momentum by
and the origin of $g$ can be traced to differential geometry, the need for a $D \wedge$ operator instead of a $d \wedge$ operator as argued already. Thus, general relativity and unified field theory show the need for $g$ in electrodynamics. In conventional Maxwell-Heaviside theory (a theory of special relativity) $g$ is missing, essentially because spacetime in the Maxwell-Heaviside theory is flat or Euclidean and the spin connection and $R$ are both zero. In general relativity this implies that the universe is devoid of all matter fields, all radiation fields and all energy-momentum ($T$ is zero for all $k$ if $R$ is zero). General relativity and differential geometry imply the $B^{(3)}$ field, defined as the differential form

$$B^{(3)} = -igA^{(1)} \wedge A^{(2)}.$$  

(If $g$ were zero (flat spacetime) $B^{(3)}$ would be zero, but as just argued, $B^{(3)}$ is responsible for all physical optics.) The correctly covariant definition of the Wu-Yang phase in general relativity is therefore

$$\Phi = \exp \left( ig \oint_{DS} A^a \right) = \exp \left( ig \int_S B^a \right) = \exp \left( ig \int_S D \wedge A^a \right).$$  

In order to understand the Aharonov-Bohm class of effects, consider the property of the covariant Stokes theorem

$$\oint_{DS} A = \int_S D \wedge A,$$  

under the local gauge transformation

$$A' = \sigma A,$$  

where $\sigma$ is rotation operator [9]. In Eqs. (8.51) and (8.52) we have used the generic notation of differential geometry. Covariant differentiation of the gauge transform relation (8.52) produces

$$D'A' = \sigma DA,$$  

where

$$D = d + gA,$$  

$$D' = d + gA',$$  

while ordinary differentiation leads to

$$dA' = d(\sigma A) = \sigma dA + A d\sigma.$$  

From Eqs. (8.54) and (8.55) inserted in (8.53),

$$dA' + gA'A' = \sigma dA + g\sigma AA.$$
Using Eq. (8.56) in (8.57),

\[ \sigma dA + A d\sigma + g A' A' = \sigma dA + g \sigma AA, \]
\[ A d\sigma + g A' A' = g \sigma AA, \]  
(8.58)

and, using Eq. (8.52) in (8.58),

\[ A d\sigma + g A' A = g \sigma AA, \]
\[ A' = \sigma A \sigma^{-1} - \frac{1}{g} d\sigma \sigma^{-1}. \]  
(8.59)

This equation defines the change in the tetrad form \( A^a_\mu \) (the electromagnetic potential form) under the local gauge transformation (8.52), also known as the gauge transform of the second kind [8,9]. This is the relativistically correct gauge transform and is the basis for all gauge field theory in physics because it leaves the action invariant, and leads to fundamental conservation theorems such as the Noether theorem.

In conventional electromagnetic theory [9] the electromagnetic field is defined by the ordinary exterior derivative acting on the scalar-valued one-form \( A \):

\[ F = d \wedge A, \]  
(8.61)

and the field is invariant under the gauge transform (8.6):

\[ F' = d \wedge A' = d \wedge A - (1/g \sigma) d \wedge d\sigma = d \wedge A. \]  
(8.62)

It follows from the Stokes theorem of conventional electromagnetic theory,

\[ \oint_S A = \int_S d \wedge A, \]
(8.63)

that there is no Aharonov-Bohm effect in conventional electromagnetic theory. The reason is that the right-hand side of Eq. (8.63) is unchanged (i.e., invariant) under the gauge transform (8.60), so

\[ \oint_{\delta S} d\sigma = \int_S d \wedge d\sigma := 0 \]  
(8.64)

for all \( \sigma \), irrespective of whether \( \sigma \) is a single-valued or periodic (multi-valued) function. The conventional explanation of the Aharonov-Bohm effect [9] incorrectly [8] asserts however that

\[ \oint_{\delta S} d\sigma \neq 0 (?). \]  
(8.65)

The correctly and generally covariant electromagnetic field [1-3] transforms as
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\[ G' = D' \wedge A' = d \wedge A' + gA' \wedge A' \]  
(8.66)

under the frame rotation induced by \( \sigma \) as described in Eq. (8.52). Using the result

\[ d \wedge A = d \wedge A' , \]  
(8.67)

it is seen that the rotation produces the effect

\[ A \wedge A \to A' \wedge A' , \]  
(8.68)

which means that the magnetic field defined in Eq. (8.49) transforms under local gauge transformation, i.e., the rotation (8.52), as

\[ B = -igA \wedge A \to -igA' \wedge A' . \]  
(8.69)

This transformation is the origin of the Aharonov-Bohm effect, which is therefore due to general relativity, not special relativity as in the (incorrect) conventional theory.

The definition (8.69) of the magnetic field in terms of the cross product of two potentials was first inferred [4-8] for the radiated Evans-Vigier field \( B^{(3)} \) (now known to be the fundamental spin Casimir invariant of the Einstein group in electrodynamics), but the definition has been extended [4-8] to a static (non-radiated) magnetic field because the correctly and generally covariant definition of the electric and magnetic fields must always be

\[ G = D \wedge A , \]  
(8.70)

in which \( d \wedge \) has been replaced by \( D \wedge \). As argued already, this replacement is a fundamental requisite of differential geometry. The exterior derivative of the potential \( d \wedge A \) as in conventional electromagnetic theory (special relativity) is replaced by the covariant exterior derivative of the tetrad \( D \wedge A \) in general relativity. In the Aharonov-Bohm effect, regions of the experimental set up are considered where the original magnetic flux density and original potential are both zero. In these regions an electromagnetic effect is nevertheless observed, for example as a shift in an electron diffraction pattern. The Aharonov-Bohm effect originates in the magnetic flux

\[ B' = -ig \left( \frac{1}{g^2 \sigma^2} d\sigma \wedge d\sigma \right) , \]  
(8.71)

which is purely geometrical or topological in nature and which does not depend on the original potential \( A \). The magnetic flux that is observed in the effect is

\[ \phi = \int B' dAr , \]  
(8.72)

and so the original magnetic flux density has been shifted by the local gauge transform (8.52) into other regions of spacetime. This effect is due to the
structure of spacetime itself, and therefore due to general relativity. It is obviously not due to action at a distance, a concept which violates relativity and therefore violates the Noether theorem, which as argued already is derived from relativity through local gauge transformation. Anything that violates the Noether theorem violates conservation of energy, momentum, charge and current. The gauge transform (8.52) is defined by the complex-valued rotation operator

$$\sigma = \exp(iA^a(x^\mu)M^a),$$  \hspace{1cm} (8.73)

and so

$$|A' \wedge A'| = |A \wedge A|,$$  \hspace{1cm} (8.74)

by the property of complex conjugation.

It is worth emphasizing that the basic error in the conventional theory of the Aharonov-Bohm effect [9] can be understood clearly in the notation of differential geometry as follows:

$$A \rightarrow A + \frac{1}{g}d\chi,$$

$$\oint_{\delta S} d\chi = \int_{S} d\wedge d\chi := 0.$$  \hspace{1cm} (8.75)

However, it is incorrectly asserted in the original theory [9] that

$$\oint_{\delta S} d\chi \neq 0(?)$$  \hspace{1cm} (8.76)

This mathematical error was first pointed out in Ref. [8] and is now easily understood using differential geometry as argued already.

A generally covariant theory of electrodynamics is therefore needed to correctly explain the Aharonov-Bohm effect in terms of $D \wedge A$. In the correctly covariant Stokes theorem (8.51), gauge transformation (8.52) produces the result

$$\oint_{DS} d\sigma = \frac{i}{\sigma} \int_{S} d\sigma \wedge d\sigma \neq 0$$  \hspace{1cm} (8.77)

in regions where the original magnetic flux density and potential are both zero. There is therefore an electromagnetic effect in these regions as observed. The unified field theory [1-3] means that there must be a gravitational analogy of the Aharonov-Bohm effect, and such an effect is indeed observed – the well-known Coriolis and centripetal acceleration due to a rotating frame of reference. The rotation of the frame is a local, or relativistically correct, gauge transformation of type two observed in the weak field limit. These accelerations are observed where there is no Newtonian (or central or linearly directed) acceleration, and therefore no Newtonian gravity and no Newtonian force. It is nevertheless clear that the centripetal and Coriolis accelerations are physical accelerations that exist in regions where there is no Newtonian acceleration, and which are generated by a gauge or frame transformation in the
weak field limit of general relativity. They therefore meet all the requirements of an Aharonov-Bohm effect.

The fundamental geometrical reason for the Aharonov-Bohm effect is that the Stokes theorem must be generally covariant, as in Eq. (8.51). Such a Stokes theorem is mathematically non-Abelian [8], and has properties in general relativity and unified field theory that are not present in special relativity. One of these is the Aharonov-Bohm effect as just argued, others include the topological phase effects, the Sagnac effect, and indeed all physical optics, because the phase in electrodynamics can only be explained correctly with the non-Abelian or generally covariant Stokes theorem [8] (Eq. (8.50)). The latter can always be written as

$$\oint_{DS} A^a = \int_S d^a \wedge A^a + g \int_S A^b \wedge A^c. \quad (8.78)$$

If \(a = (1), (2), (3)\), the labels of the complex circular basis of circularly polarized electromagnetic radiation [4-8], then

$$\oint_{DS} A^{(i)} = \int_S d^i \wedge A^{(i)}, \quad i = 1, 2, \quad (8.79)$$

for the transverse components (1) and (2), and

$$\oint_{DS} A^{(3)} = -ig \int_S A^{(1)} \wedge A^{(2)} = \int_S B^{(3)} \quad (8.80)$$

for the longitudinal component (3). In the conventional theory of electromagnetism the transverse components are radiated plane waves and the longitudinal component is missing. The fundamental reason for this is that the conventional theory is an incorrectly Abelian gauge field theory in which the phase is incorrectly defined. In the generally covariant theory of electrodynamics [1-3] however, the (3) component of gauge transformation from a region 1 to a region 2 can always be written (From Eq. (8.80) [4-8]) as

$$A^{(3)}_1 \rightarrow A^{(3)'}_2. \quad (8.81)$$

Under this gauge transformation the magnetic flux density is invariant, but is shifted from region 1 to region 2, so the effect can be traced to a property of spacetime itself in general relativity. In special relativity, the spacetime is flat or Euclidean, and the Aharonov-Bohm effect cannot be explained with flat spacetime. Similarly the action

$$S = e \oint_{DS} A^{(3)}_1 \rightarrow e \oint_{DS} A^{(3)'}_2 \quad (8.82)$$

is invariant under the longitudinal, local gauge transform (8.52) but the action is shifted from region 1 to region 2. This shift in the action is accompanied by a shift in the generally covariant electromagnetic phase factor.
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The local gauge transformation responsible for this shift in the phase factor is a frame rotation defined by the rotation operator in Eq. (8.73). In the Sagnac effect, a corresponding shift in phase factor is brought about by a physical rotation of the platform of the Sagnac interferometer [8] and the Sagnac effect can be understood [8] as a phase shift brought about by an increase or decrease in the wave number ($\kappa = \omega/c$) which is related to the longitudinal potential component in the phase factor (8.50) by

$$\kappa^a = gA^a.$$  
(8.84)

Therefore the shift (8.82) can be understood in the Sagnac effect as a frequency shift

$$\omega \rightarrow \omega \pm \Omega.$$  
(8.85)

In Eq. (8.85) $\Omega$ is the angular frequency of the rotating platform and the plus or minus signs originate from clockwise and anticlockwise platform rotation respectively. In the Aharonov-Bohm effect the area $Ar$ in the surface integral on the right-hand side of Eq. (8.50) is defined by the area enclosed by diffracting beams in a Young or two-slit interferometer. In the Sagnac effect the corresponding area is defined by the area enclosed by the Sagnac interferometer, i.e., by the paths of the electromagnetic beams or matter beams such as an electron beam or molecular beam on the platform, either at rest or rotating at angular frequency, $\Omega$. The Sagnac effect is explained as follows from the generally covariant phase factor (8.50).

The magnitude of $B^a$ is defined by [4-8]

$$B^{(0)} = \kappa A^{(0)}.$$  
(8.86)

The phase factor (8.50) therefore becomes

$$\Phi = \exp \left( i \frac{e}{\hbar} \oint A^{(0)} \cdot dr \right) = \exp \left( i \frac{e}{\hbar} \kappa A^{(0)} \int dAr \right)$$  
(8.87)

and can be written as

$$\Phi = \exp \left( i \oint \kappa^{(3)} \cdot dr \right) = \exp(i\kappa^2 Ar).$$  
(8.88)

The Sagnac effect with platform at rest is given by the area integral on the right-hand side, which is equal to the contour integral around the boundary of this area on the left-hand side. If the area is a circle the boundary is the circumference. The interferogram or diffraction pattern of the Sagnac effect with platform at rest is therefore

$$\Re(\Phi) = \cos(\kappa^2 Ar) = \cos(\omega^2/c^2 Ar)$$  
(8.89)
as observed experimentally to one part in $10^{23}$ precision [8]. The Sagnac effect from Eq. (8.89) depends on the magnitude of the area enclosed by the boundary, but not to the shape of the boundary, and this is again as observed experimentally. Thirdly, the Sagnac effect with platform at rest originates in the generally invariant phase factor

$$\text{Re}(\Phi) = \cos \left( \frac{\omega^2}{c^2} A r \right)$$

(a scalar frequency squared divided by $c^2$ and multiplied by a scalar magnitude of area), and so the Sagnac effect with platform at rest is the same for an observer on and off the platform, again as observed experimentally [8]. Similarly the contour integral on the left-hand side of Eq. (8.88) is the same to an observer on and off the platform. The Sagnac effect with platform in motion is given by the interferogram

$$\text{Re}(\Phi_m) = \cos \left( \left( (\omega + \Omega)^2 - (\omega - \Omega)^2 \right) \frac{A r}{c^2} \right) = \cos \left( 4 \frac{\omega \Omega}{c^2} A r \right)$$

as observed experimentally to one part in $10^{23}$.

In conventional electrodynamics (Maxwell-Heaviside theory) there is no Sagnac effect [8], because that theory is invariant under motion reversal $T$, and is also metric invariant, i.e., a theory of flat spacetime. In generally covariant electrodynamics [1-4] the Sagnac effect is described by the generally covariant phase factor (8.50), which is also the origin of the Wu-Yang phase factor. The Sagnac effect can only be described if it is recognised that the torsion form in gravitational theory is the origin of the Coriolis and centripetal accelerations, and may be the origin of dark matter in the universe.

The electromagnetic phase in general relativity and unified field theory is therefore

$$\Phi = \exp \left( i \frac{e}{\hbar} \int A^{(3)} dZ \right) = \exp \left( i \frac{e}{\hbar} \int B^{(3)} dA r \right),$$

and the following equations define the magnitudes $B^{(0)}$ and $A^{(0)}$, respectively, in terms of $R$ and $\kappa$:

$$eB^{(0)} = \hbar R,$$

$$eA^{(0)} = \hbar \kappa,$$

$$B^{(3)} = \frac{\hbar}{e} R.$$  

Similarly the mass is defined by

$$m = - \int \frac{R}{\kappa} dV.$$}

These equations show that mass $m$ is the first (mass) Casimir invariant of the Einstein group, and the $B^{(3)}$ field is the second (spin) Casimir invariant.
of the Einstein group within the scalar magnitude $B^{(0)}$. The corresponding conclusions hold in special relativity if the Einstein group is replaced by the Poincaré group, as first demonstrated by Wigner [8].

The $B^{(3)}$ or Evans-Vigier field originates therefore in the fundamental spin invariant of general relativity, mass being the other fundamental invariant.

The magnitude of the photon momentum is defined by

$$\rho = \hbar \kappa = eA^{(0)},$$

and so $e$ is a primordial charge (with the magnitude of the charge on the proton) present within the radiated electromagnetic field. So the photon is both a particle and a field. The $g$ of non-Abelian gauge field theory [4-8] applied to the electromagnetic field is $e/\hbar$. With these definitions, the electromagnetic phase factor in general relativity is therefore

$$\Phi = \exp\left(\frac{iS}{\hbar}\right) = \exp\left(\int Ld^4x\right)$$

$$= \exp\left(-\frac{i}{\kappa} \int R d^4x\right)$$

$$= \exp\left(i\kappa \oint dZ\right) = \exp\left(i\kappa^2 \int dAr\right),$$

$$R = \kappa^2. \quad (8.98)$$

The Planck constant is the least amount of action or angular momentum present in the universe, and so is defined in terms of scalar curvature by

$$\hbar = -\frac{c}{r} \int R_0 d^4x. \quad (8.99)$$

The local gauge transformation (8.52) is the generation of one tetrad, $A'_a{\mu}$, from another, $A^a{\mu}$,

$$A'_a{\mu} = \sigma A^a{\mu}$$

and is therefore a form of the Fermat principle of least time or Hamilton principle of least action combined into one equation (8.100) of unified field theory expressed by differential geometry. In Eq. (8.100) the action $S$ is automatically invariant under the gauge transform because the latter is defined in terms of rotation generators of a given gauge group, so we obtain an equation of general relativity defining the invariant action in terms of the rotation generator

$$S = \hbar M^aA^a$$

for any given gauge group and any given representation space of the base manifold and for any geometry of the base manifold.
It is well known [19] that Fermat’s principle of least time governs all physical optics, so it must also govern the Aharonov-Bohm and Sagnac effects, as just shown. Using Eq. (8.98) the Sagnac effect for example can now be understood in general relativity and unified field theory [1-3] as a change in scalar curvature of spacetime produced by rotating the platform in the Sagnac experiment. The Sagnac effect observed [8] in electron beams can be understood in the same way; it is fundamentally a change in phase produced by the scalar curvature of spacetime, and can be observed both in matter waves (electrons or molecules for example) and radiated waves (visible frequency light for example). The Sagnac effect observed in radiated and matter fields is therefore proof of the fundamental relations (8.98), and shows that all physical optical effects of the electromagnetic field are produced by the fundamental $B^{(3)}$ field [8]. In matter waves the $B^{(3)}$ field becomes the fundamental spin of the particle making up the matter field (for example the electron). The Sagnac effect therefore constitutes proof of the Evans unified field theory, in which particle spin from the Dirac equation is deduced from the Evans wave equation [1-3]. The latter applies to both radiated and matter fields. The Sagnac effect in matter fields is also an experimental demonstration of quantum mechanics, and unifies the Fermat and Hamilton principles through Eq. (8.22), producing the de Broglie wave particle duality. In the closely related Tomita-Chao effect [8] an increment of the phase (8.98) or (8.92) is detected after an electromagnetic beam propagates through several loops of a helix using an optical fiber. In the Berry effects [14] a similar type of geometrically generated phase (8.98) is detected after an electromagnetic beam propagates through several loops of a helix using an optical fiber. In both experiments the phase increment is described by a contour integral, so is additive if the light propagates through several loops. The Bohm-Aharonov effect is detected with a two-aperture interferometer and is described by the same equation (8.98) as the Sagnac effect. The only difference between the two effects is geometry and the way in which an observable phase shift is induced: the former by a frame rotation, the latter by a physical rotation. In a physical optical effect such as reflection or in an interferometric effect such as Michelson interferometry [8], the effect being observed is described in the same way, mathematically, as in the Sagnac and Aharonov-Bohm effects. All these effects [8] are manifestations of Eq. (8.98), in which the phase factor and action are defined with the Stokes theorem, and manifestation of the Fermat principle of least time, Eq. (22). The existence of Michelson interferometry (and all types of interferometry) depends [8] on the following property of the contour integral within the exponent of the phase factor:

$$\oint_{0A} A \cdot dr = - \oint_{A0} A \cdot dr. \quad (8.102)$$

In an electromagnetic wave propagating along the Z axis, this contour integral is valued along the following closed boundaries defining an area. If the distance $0A$ is $n$ times the wavelength $\lambda$, then the area enclosed [8] is $n\lambda^2/\pi$. 
The change in phase on normal reflection is then [8]

\[ \exp \left( i \oint \kappa dZ \right) = \exp \left( i \int_0^Z \kappa dZ - i \int_Z^0 \kappa dZ \right) = \exp(2i\kappa Z), \quad (8.103) \]

and this is observed in the interferogram of a device such as a Michelson interferometer, Young (two-slit) interferometer, Sagnac, or Mach/Zehnder interferometer.

It is not possible to describe interferometry in the Maxwell-Heaviside theory because the phase factor in that theory is

\[ \exp (i(\kappa \cdot r - \omega t)) \to \exp (i(\kappa \cdot r - \omega t)). \quad (8.104) \]

Normal reflection is parity inversion, and under the parity inversion operator \( \hat{P} \):

\[ \kappa \to -\kappa, \quad r \to -r, \quad (8.105) \]

so the phase (8.104) does not change under normal reflection in Maxwell-Heaviside theory, implying that there is no observable interferogram, contrary to experiment. The effect of parity inversion on the phase (8.103) however, is as follows:

\[ \hat{P}\left( \oint \kappa dZ \right) = \hat{P}\left( \int_0^Z \kappa dZ - \int_Z^0 \kappa dZ \right) = \int_{-Z}^0 \kappa dZ - \int_0^{-Z} \kappa dZ = -\oint \kappa dZ, \quad (8.106) \]

and the interferogram is predicted and observed experimentally. This is experimental evidence in favor of electrodynamics as a unified field theory in general relativity, in which the \( B^{(3)} \), Evans spin, field is well defined as the following wedge product of tetrads:

\[ B^{(3)}_{\mu\nu} = -ig \left( A^{(1)} \wedge A^{(2)} \right)_{\mu\nu}. \quad (8.107) \]

The phase factor in physical optics follows from the Wu-Yang-Dirac phase as the surface integral over the commutator of covariant derivatives [8]:

\[ \Phi = \exp \left( \int \left[ D_{\mu}, D_{\nu} \right] \right). \quad (8.108) \]

Only the \( B^{(3)} \) field

\[ \Phi = \exp \left( \frac{g^2}{2} \int \left( A^{(1)} Z A^{(2)} Y - A^{(2)} X A^{(1)} Y \right) dS^X dS^Y \right) \quad (8.109) \]

contributes to the phase factor in optics and interferometry because the other terms are either zero or oscillatory, averaging to zero over many cycles [8].

The expression of this result in differential geometry is

\[ \int_{DS} q^a = \int_S q^b \wedge q^c = \kappa \int_S D \wedge q^a. \quad (8.110) \]
8.4 Unification Of The Fermat And Hamilton Principles In The Principle of Least Curvature, Derivation Of Wave Particle Duality And Quantum Mechanics From General Relativity

It has been argued that in general relativity the least action in the universe is the Planck constant, a universal constant and the archetypical signature of quantum mechanics. This inference suggests that the well known Fermat principle of least time, which governs optics, and the Hamilton principle of least action, which governs dynamics, can be derived from one principle, to which we refer as the Principle of Least Curvature. The Principle asserts that scalar curvature $R$ is minimized in the equations of motion which govern natural philosophy.

A mathematical expression of the principle is the equation

$$q^a_{\mu}(x^\mu) = e^{iS(x^\mu)/\hbar}q^a_{\mu}(0),$$

which is the equation of motion of the tetrad in general relativity in terms of the spacetime dependent action $S(x^\mu)$. The Evans wave equation [1-3] is obtained from Eq. (8.111) by applying the operator $\Box$ to both sides to give

$$\Box q^a_{\mu}(x^\mu) = \Box \left( e^{iS(x^\mu)/\hbar}q^a_{\mu}(0) \right) = R e^{iS(x^\mu)/\hbar}q^a_{\mu}(0).$$

Using Eq. (8.111), we find the Evans lemma and wave equation [1-3],

$$\Box q^a_{\mu}(x^\mu) = R q^a_{\mu}(x^\mu) = -kT \left( q^a_{\mu}(x^\mu) \right)$$

and identify the scalar curvature as

$$R = \Box \left( e^{iS(x^\mu)/\hbar} \right).$$

The least possible curvature associated with any particle is

$$|R_0| = 1/\lambda^2_0,$$

where $\lambda_0$ is its Compton wavelength

$$\lambda_0 = \hbar/mc.$$

The principle of least curvature means that a particle never travels in a precise straight line, because the scalar curvature of a straight line is zero. The least curvature of the particle is defined by the least action $\hbar$ in Eq. (8.99). This inference means that a particle always has a wave-like nature (observed in diffraction and interferometry of matter waves, for example), and so we have derived the de Broglie wave-particle duality from general relativity. The principle of least curvature also means that the phase in optics and dynamics
(radiated and matter waves respectively) is always defined by a Stokes theorem as in Eq. (8.103) for example, because the phase itself must also have a rotational as well as a translational nature. As we have argued, this inference leads to the first correct explanation of physical optics.

The Evans wave equation is therefore the fundamental equation of quantum mechanics, and is derived from the principle of least curvature in general relativity.

Under local gauge transformation the action is invariant, and so $R$ is invariant. This means that the Aharonov-Bohm effect is a shift from one region of spacetime with a given curvature $R$ to another region of spacetime with the same curvature $R$. This shift is not action at a distance, but could be interpreted as “non-locality” in the sense that one (local) region of spacetime has the same curvature as another region. This is also a possible explanation of entanglement in quantum mechanics. Therefore both entanglement and non-locality are reconciled with the local nature of general relativity. No such reconciliation is possible in special relativity, where there is no concept of $R$, and where there is no principle of least curvature. This means that general relativity is a general theory of natural philosophy. All theories of physics are theories of general relativity. The Dirac equation, for example, is

$$q^a_{\mu R}(x^\mu) = \exp(iS/\hbar)q^a_{\mu L}(0),$$

$$\downarrow \hat{P}$$

$$q^a_{\mu L}(x^\mu) = \exp(iS^*/\hbar)q^a_{\mu R}(0),$$

and the time-dependent Schrödinger equation is obtained from

$$q^a_{\mu}(t, \mathbf{r}) = e^{iS/\hbar}q^a_{\mu}(0, \mathbf{0})$$

(8.118)

by the following differentiation:

$$\frac{\partial q^a_{\mu}}{\partial t} = \left(\frac{i}{\hbar}\right)Hq^a_{\mu}.$$  

(8.119)

The Hamiltonian is defined [19] by

$$H = -\partial S/\partial \hbar.$$  

(8.120)

Finally, the Heisenberg commutator equation is a cyclic relation between tetrad forms in differential geometry:

$$q'_{\mu \nu} = (q^a \wedge q^b)_{\mu \nu}. $$  

(8.121)

Defining the angular momentum as the tetrad form

$$J_a^a = J^{(0)}q^a_{\mu},$$  

(8.122)

the Heisenberg commutator relation for angular momentum is obtained:

$$J_a^a \wedge J_b^b = \hbar J_c^c,$$

(8.123)

the starting point for molecular quantum mechanics [19].
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The Evans Lemma Of Differential Geometry

**Summary.** A rigorous proof is given of the Evans lemma of general relativity and differential geometry. The lemma is the subsidiary proposition leading to the Evans wave equation and proves that the eigenvalues of the d’Alembertian operator, acting on any differential form, are scalar curvatures. The Evans wave equation shows that the eigenvalues of the d’Alembertian operator, acting on any differential form, are eigenvalues of the index-contracted canonical energy momentum tensor $T$ multiplied by the Einstein constant $k$. The lemma is a rigorous and general result in differential geometry, and the wave equation is a rigorous and general result for all radiated and matter fields in physics. The wave equation reduces to the main equations of physics in the appropriate limits, and unifies the four types of radiated fields thought to exist in nature: gravitational, electromagnetic, weak and strong.

Key words: Evans lemma, Evans wave equation, differential geometry, general relativity, unified field theory, generally covariant electrodynamics, Evans-Vigier field $B^{(3)}$.

9.1 Introduction

The original theory of general relativity [1] used Riemann geometry to develop a generally covariant theory of gravitation, i.e., a theory which is objective in all frames of reference, so that the equations of gravitation take the same form in any frame of reference, and no frame is a preferred frame. It did not prove to be possible to unify this theory with that of the electromagnetic field for several reasons, prominent among which is the fact that the Maxwell-Heaviside theory is one of special relativity. The nineteenth century Maxwell-Heaviside theory was the precursor to special relativity, and was extended from electrodynamics to other areas of physics by Einstein in 1905, after work by Michelson, Morley, Fitzgerald, Lorentz, Poincaré and others. It is not sufficient to replace the ordinary derivative by the covariant derivative in Maxwell-Heaviside theory, because in Riemann geometry the torsion tensor
The Evans Lemma Of Differential Geometry is not used, and there is no concept of orbital or intrinsic spin in Einstein’s original general relativity.

In contemporary differential geometry, however [2], non-Euclidean spacetime is defined by two differential forms for any connection: the torsion and Riemann forms. The former is a vector-valued two-form and the latter a tensor-valued two-form, and the tetrad postulate of differential geometry [2-6] proves that the covariant derivative of the tetrad vanishes for all possible types of spacetime. Recently the tetrad postulate has been developed into the most general known equation of physics, the Evans wave equation [3-7], which can be used to describe and inter-relate all known radiated and matter fields, thus opening up many new areas of physics hitherto unknown.

In this paper the subsidiary proposition (a lemma of differential geometry) leading to the Evans wave equation is proven with differential geometry. The lemma states that scalar curvature $R$ always occurs in nature as eigenvalues of the d’Alembertian operator $\Box$ acting on any differential form. The Evans wave equation states that the product $kT = -R$ always occurs in nature as eigenvalues generated by $\Box$ acting on any differential form. Here $k$ is the Einstein constant and $T$ is the index contracted energy-momentum tensor. Both the lemma and the wave equation apply in general relativity without any restriction, and therefore unify the theory of radiated and matter fields. This is a major advance in physics because the electromagnetic and gravitational fields become parts of the same theory of differential geometry, and so there exist hitherto unknown inter-relations between fields which could be of fundamental importance in future applications.

If the differential form is the tetrad $q^a_\mu$, the lemma is

$$\Box q^a_\mu = Rq^a_\mu,$$

and the wave equations reads

$$(\Box + kT)q^a_\mu = 0.$$  (9.2)

In Sec. 2 a rigorous proof of the lemma is given from the tetrad postulate, and it is shown that the lemma always leads to the wave equation given that

$$-R = kT,$$  (9.3)

which must be interpreted as an equation valid for all radiated and matter fields, as first inferred, but not proved, by Einstein [1]. Equation (9.3) is the result of the Evans field equation [3-7]

$$(R + kT)q^a_\mu = 0.$$  (9.4)

Usually Eq. (9.3) is given a restricted interpretation as the contracted form of the Einstein field equation for gravitation. The more general Evans field equation (9.4) reduces to the Einstein field equation [1,2] and also gives field equations for the gauge-invariant electromagnetic field.
In Sec. 3 it is emphasised that both the lemma and the wave equation are valid for any differential form, thus giving an entire class of Evans wave equations valid for all radiated and matter fields.

### 9.2 Proof Of the Evans Lemma

The tetrad can be defined by the equation

\[ V^a = q_a^\mu V^\mu, \quad (9.5) \]

where \( V^a \) is any contravariant vector in the orthonormal basis, indexed \( a \), and \( V^\mu \) is any contravariant vector in the base manifold indexed \( \mu \). For example, \( V \) can represent position vectors \( x \), so the tetrad becomes

\[ x^a = q_a^\mu x^\mu \quad (9.6) \]

and has sixteen independent components, the sixteen irreducible representations of the Einstein group [8-12]. The vector \( V \) can also represent metric vectors \( q \) [3-7], so the tetrad can be defined by

\[ q^a = q_a^\mu q^\mu. \quad (9.7) \]

This means that the symmetric metric [2-7] can be defined in general by the dot product of tetrads:

\[ q_{\mu\nu}^{(S)} = q_a^\mu q_b^\nu \eta_{ab}, \quad (9.8) \]

where \( \eta_{ab} \) is the metric diag\((-1, 1, 1, 1)\) of the orthogonal space [2]. The anti-symmetric metric is defined in general by the wedge product of tetrads:

\[ q_{\mu\nu}^{(A)} = q_a^\mu \wedge q_b^\nu, \quad (9.9) \]

and the general metric tensor with sixteen independent components is defined by the outer product of tetrads:

\[ q_{\mu\nu}^{ab} = q_a^\mu q_b^\nu = q_a^\mu \otimes q_b^\nu. \quad (9.10) \]

The dot product is the gauge invariant gravitational field, the cross product the gauge invariant electromagnetic field, and the outer product combines the two fields and defines the way in which one influences the other.

The tetrad can also be defined [2] by basis vectors; for example,

\[ e_{(\mu)} = q_a^\mu e_{(a)}, \quad (9.11) \]

for covariant basis vectors, or

\[ \hat{e}_{(a)} = q_a^\mu \hat{e}_{(\mu)} \quad (9.12) \]
for contravariant, or orthogonal, basis vectors. It can be seen that the tetrad always links quantities defined in the orthonormal space indexed by $a$ to quantities defined in the base manifold, indexed by $\mu$. As a simplified, less abstract, aid to understanding, the orthonormal space [2] can be thought of as the tangent space, and the basis vectors of the orthonormal space can be thought of as the Cartesian unit vectors in a system of axes defining a tangent to a curve in ordinary three dimensional space (the base manifold). The curve is defined in the base manifold, the tangent to the curve is defined in the tangent space. In general the orthonormal space can be [2] any abstract space whose coordinate system is always orthogonal (i.e., Euclidean) and whose unit vectors are normalized, as in gauge field theory. In general relativity, the orthonormal space is the tangent space to the base manifold. The development and experimental verification of O(3) electrodynamics [8-12] showed that the orthonormal space of gauge field theory can be thought of as a physical space, and this is the key to field unification with differential geometry. All indices $a$ in the new unified field theory [3-7] are indices of a physical space, tangent to a physical base manifold. The base manifold is four-dimensional non-Euclidean spacetime.

The tetrad can also be defined in terms of:

Pauli matrices,
\[
\hat{\sigma}(\mu) = q_a^\mu \hat{\sigma}(a),
\]

Pauli two-spinors,
\[
\phi^a = q_a^\mu \phi^\mu,
\]

Dirac four-spinors,
\[
\psi^a = q_a^\mu \psi^\mu,
\]

or Dirac matrices,
\[
\gamma^a = q_a^\mu \gamma^\mu.
\]

The tetrad is also the generalization of the Lorentz transformation to general relativity:
\[
x^a' = q_a^\mu x^\mu.
\]

This equation represents a generally covariant transformation [2]. The tetrad can also be a generally covariant transformation matrix between gauge fields:
\[
\psi^\alpha' = q_a^\mu \psi^\mu.
\]

So
\[
q_a^\mu = \frac{\partial V^a}{\partial V^\mu}, \frac{\partial q_a^\mu}{\partial q^\mu}, \frac{\partial x^a}{\partial x^\mu}, \ldots.
\]

The tetrad is also the keystone to the representation and generalization of the Dirac equation in general relativity [15]. In terms of two-spinors, the generally covariant Dirac equation is
\[
\phi_R^a = (q_a^\mu) R \phi_L^\mu(0),
\]

(9.20a)
In terms of four-spinors, the same equation is
\[ \psi^a(p) = q^a_\mu \psi^\mu(0). \quad (9.21) \]

This illustrates some of the ways in which the tetrad can be used. In general it is an invertible matrix (9.2) with a well-defined inverse:
\[ q^a_\mu q^\nu_a = \delta^\nu_\mu, \quad (9.22) \]
where \( \delta^\nu_\mu \) is the Kronecker delta function. The dimensionality of the tetrad matrix depends on the way in which it is defined; for example, using Eqs. (9.6), (9.7), (9.11), or (9.12), the tetrad is a \( 4 \times 4 \) matrix; using Eq. (9.13), it is a \( 2 \times 2 \) complex matrix. The name “tetrad” is used generically [2].

The tetrad is a vector-valued one-form, i.e., is a one form \( q^a_\mu \) with labels \( a \). If \( a \) takes the values 1, 2, or 3 of a Cartesian representation of the tangent space, for example, the vector
\[ q^a_\mu = q^1_\mu i + q^2_\mu j + q^3_\mu k \quad (9.23) \]
can be defined in this space. Each of the components \( q^1_\mu, q^2_\mu, \) or \( q^3_\mu \) are scalar-valued one-forms of differential geometry [2], and each of \( q^1_\mu, q^2_\mu, \) and \( q^3_\mu \) is therefore a covariant four-vector in the base manifold. The three scalar-valued one-forms are therefore the three components of the vector-valued one-form \( q^a_\mu \), the tetrad form [2].

The power of differential geometry is that it inter-relates differential forms (and thus gives us new equations of geometry, topology and physics) without needing to know the details of the geometry of the base manifold.

The well-known tetrad postulate [2-7] is
\[ D_\mu q^a_\nu = \partial_\mu q^a_\nu + \omega^a_\mu b q^b_\nu - \Gamma^a_\mu_\nu q^a_\lambda = 0 \quad (9.24) \]
and is the basis of the Evans lemma and Evans wave equation [3-7] of differential geometry, the most powerful and general wave equation known in general relativity, and thus in physics. This statement is based on the fact that differential geometry is the most powerful and general form of non-Euclidean geometry. In order to help understanding of the lemma and wave equation, we first give the detailed proof of the tetrad postulate.

The proof inter-relates the definitions of the covariant derivative \( D \) of a vector \( X \) in the base manifold and tangent space and shows that the tetrad postulate is the direct consequence of these definitions. In the base manifold, the vector \( X \) is defined by its components \( X^\nu \) in the basis set \( \partial_\nu \) and the covariant derivative \( D \) by its components \( D_\mu \) in the basis set \( dx^\mu \). Thus
\[ DX = (D_\mu X^\nu) dx^\mu \otimes \partial_\nu = (\partial_\mu X^\nu + \Gamma^\nu_\mu_\lambda X^\lambda) dx^\mu \otimes \partial_\nu, \quad (9.25) \]
where $\Gamma^\nu_{\mu \lambda}$ is the Chistoffel connection \[2\]. Similarly, in the tangent space,

$$DX = (D_\mu X^a)dx^\mu \otimes \hat{e}_{(a)} = (\partial_\mu X^a + \omega^a_{\mu b} X^b)dx^\mu \otimes \hat{e}_{(a)}, \quad (9.26)$$

where $\omega^a_{\mu b}$ is the spin connection \[2\]. Using the following definitions:

$$X^a = q^a_{\nu} X^\nu, \quad (9.27)$$

$$\partial_a = q^\sigma_a \partial_\sigma, \quad (9.28)$$

Eq. (9.26) can be rewritten as

$$DX = q^a_{\sigma} \left( q^\nu_{\sigma} \partial_\mu X^\nu + X^\nu \partial_\mu q^a_{\nu} + \omega^a_{\mu b} q^b_{\lambda} X^\lambda \right) dx^\mu \otimes \partial_\nu, \quad (9.29)$$

where the commutator rule for matrices has been used. Replacing the dummy (i.e., repeated) indices $\sigma$ by $\nu$ and using

$$q^\nu_{\sigma} q^a_{\nu} = 1, \quad (9.30)$$

we obtain

$$DX = \left( \partial_\mu X^\nu + q^\nu_{\sigma} \partial_\mu q^a_{\sigma} X^\lambda + q^a_{\sigma} q^b_{\lambda} \omega^a_{\mu b} X^\lambda \right) dx^\mu \otimes \partial_\nu. \quad (9.31)$$

Comparing Eqs. (9.25) and (9.31), one gets

$$\Gamma^\nu_{\mu \lambda} = q^\nu_{\sigma} \partial_\mu q^a_{\sigma} + q^a_{\sigma} q^b_{\lambda} \omega^a_{\mu b}. \quad (9.32)$$

Multiply both sides of this equation by $q^\mu_{\nu}$ to obtain the tetrad postulate

$$q^\mu_{\nu} \Gamma^\nu_{\mu \lambda} = \partial_\mu q^a_{\lambda} + q^b_{\lambda} \omega^a_{\mu b}. \quad (9.33)$$

It is seen that the postulate is valid \[2\] for any Christoffel or spin connection and for any base manifold. The importance of this is that the postulate is true for manifolds with non-zero torsion form as well as non-zero Riemann form. In the Evans unified field theory \[3-7\] the torsion form represents the gauge invariant electromagnetic field, and the Riemann form represents the gauge invariant gravitational field. The tetrad form represents the potential fields in both cases, and the torsion form is the Hodge dual of the Riemann form. These concepts are summarised in Table 1 of the Appendix.

In contrast, in Einstein’s generally covariant theory of gravitation, nineteenth century Riemann geometry is still used and in this theory the torsion tensor is defined as zero by the metric compatibility condition \[2\] of Riemann geometry used to define the Christoffel connection in terms of the symmetric, ten component, metric tensor. Therefore electromagnetism cannot be represented by Riemannian geometry, and this is the reason why Einstein was not able to unify gravitation and electromagnetism. The absence of the torsion
tensor is also the reason why electromagnetism cannot be made into a theory of Einsteinian general relativity simply by replacing the derivatives of the Maxwell Heaviside field equations by the covariant derivatives with Christoffel connection. This is a self-inconsistent procedure because it attempts to represent electromagnetism with spacetime curvature without defining spacetime torsion, or spin. When one self-consistently includes the torsion tensor, electromagnetism becomes a theory of general relativity defined essentially by the wedge product of tetrads

\[ T^c = R^a q^b \] (9.34)

and by the Evans lemma and wave equation. The same theory [3-7] also describes gravitation, and the inter-relation between gravitation and electromagnetism. It can be seen from Eq. (9.34) that the torsion is a vector valued two form of differential geometry [2]. The fact that it is vector valued means that the internal index \( c \) must have more than one component, and this means that electromagnetism cannot be a U(1) gauge field theory. The latter defines the electromagnetic potential with a scalar-valued one-form \( A \), and the gauge-invariant electromagnetic field by the scalar valued two form \( F \). Unfortunately the U(1) representation of electromagnetism is accepted as part of the standard model, but this is inconsistent with differential geometry (as well as with general relativity) for the above reasons. The first theory of electromagnetism that was found to be consistent with differential geometry was O(3) electrodynamics, which was based in turn on the Evans Vigier field \( B^{(3)} \) observed in the inverse Faraday effect [13]. The \( B^{(3)} \) field can now be recognized as the wedge product

\[ B^{(3)} = -iga^{(1)} \wedge a^{(2)} \] (9.35)

in the complex circular basis [8-12]. The theory of O(3) electrodynamics is therefore the precursor of the Evans unified field theory based on the Evans lemma and wave equation, and O(3) electrodynamics has been extensively verified experimentally [8-12]. It can be made to take the form of two Maxwell Heaviside equations under certain well-defined conditions but it is a gauge field theory of fundamentally different symmetry, a theory in which the electromagnetic field is a torsion form as required, with well defined index \( c \). The theory of O(3) electrodynamics is consistent with differential geometry because the torsion form is well defined, the index \( c \) takes the values (1), (2), and (3) of the complex circular representation [8-12] of the tangent space. This is a physical representation of circular polarization, and is an illustration of the more general finding [3-7] that gauge theory can be unified with general relativity provided with the internal gauge space is a physical space.

In contrast, in the standard model, the internal space of a gauge field is abstract, and is the fiber bundle space, unrelated to the tangent space of general relativity. This leads to serious (and well known) internal inconsistencies in the standard model, in that only the gravitational field is generally covariant. The other three fields are manifestations of special relativity and
an abstract gauge theory whose internal, or fiber bundle, index has no physical meaning of definition [2]. In the standard model the internal index of the gravitational field represents a physical tangent space, but the internal index of the other three fields represents an unphysical space. The standard model is also internally inconsistent, it does not define the torsion tensor as described already, i.e., the internal index for electromagnetism is missing.

The Evans lemma is a direct consequence of the tetrad postulate. The proof of the lemma starts from covariant differentiation of the postulate:

\[ D^\mu \left( \partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda - \Gamma^\nu_{\mu \lambda} q^a_\nu \right) = 0. \] (9.36)

Using the Leibnitz rule, we have

\[
(D^\mu \partial_\mu) q^a_\lambda + (D^\mu \omega^a_{\mu b}) q^b_\lambda + \omega^a_{\mu b} (D^\mu q^b_\lambda)
- (D^\mu \Gamma^\nu_{\mu \lambda}) q^a_\nu - \Gamma^\nu_{\mu \lambda} (D^\mu q^a_\nu) = 0,
\] (9.37)

and so

\[
(D^\mu \partial_\mu) q^a_\lambda + (D^\mu \omega^a_{\mu b}) q^b_\lambda - (D^\mu \Gamma^\nu_{\mu \lambda}) q^a_\nu = 0,
\] (9.38)

because

\[ D^\mu q^a_\lambda = D^\mu q^b_\lambda = D^\mu q^a_\nu = 0. \] (9.39)

The covariant divergence of a vector \( V^\mu \) is defined \([2]\) as

\[ D_\mu V^\mu = \partial_\mu V^\mu + \Gamma^\mu_{\mu \lambda} V^\lambda, \] (9.40)

thus, using Eq. (9.40), it is found that

\[ D_\mu \partial^\mu = \partial_\mu \partial^\mu + \Gamma^\mu_{\mu \lambda} \partial^\lambda. \] (9.41)

Rewriting the dummy indices inside the connection,

\[ D_\mu \partial^\mu = \partial_\mu \partial^\mu + \Gamma^\nu_{\nu \mu} \partial^\mu = \Box + \Gamma^\nu_{\nu \mu} \partial^\mu, \] (9.42)

and the wave equation (9.38) therefore becomes

\[
(\Box + \Gamma^\nu_{\nu \mu} \partial^\mu) q^a_\lambda - R^a_1 q^a_\nu = 0,
\] (9.43)

where the scalar curvature \( R^a_1 \) is defined by

\[ -R^a_1 q^a_\lambda := (D^\mu \omega^a_{\mu b}) q^b_\lambda - (D^\mu \Gamma^\nu_{\mu \lambda}) q^a_\nu. \] (9.44)

Using the tetrad postulate,

\[ \partial_\mu q^a_\lambda = -\omega^a_{\mu b} q^b_\lambda + \Gamma^\nu_{\mu \lambda} q^a_\nu, \] (9.45)

and thus

\[ \partial^\mu q^a_\lambda = -\omega^a_{\mu b} q^b_\lambda + \Gamma^\mu_{\nu \nu} q^a_\nu. \] (9.46)
Therefore, in Eq. (9.43),
\[ \Box q^a_\lambda - \Gamma^\nu_{\nu\mu} \omega^{\mu a}_b q^b_\lambda + \Gamma^\nu_{\nu\mu} \Gamma^{\mu\nu}_\lambda q^a_\nu - R_3 q^a_\lambda = 0. \] (9.47)

Define the scalar curvature \( R_2 \) by
\[ -R_2 q^a_\lambda := -\Gamma^\nu_{\nu\mu} \omega^{\mu a}_b q^b_\lambda + \Gamma^\nu_{\nu\mu} \Gamma^{\mu\nu}_\lambda q^a_\nu, \] (9.48)

to obtain the Evans lemma
\[ \Box q^a_\lambda = R q^a_\lambda, \] (9.49)

where
\[ R = R_1 + R_2. \] (9.50)

Given the tetrad postulate, the lemma shows that scalar curvature \( R \) is always an eigenvalue of the wave equation (9.49) for all spacetimes, in other words, \( R \) is quantized. The eigenoperator is the d’Alembertian operator \( \Box \), and the eigenfunction in this case is the tetrad. In Sec. 3 we will show that the eigenfunction can be any differential form, thus introducing a powerful class of wave equations to differential geometry and physics. The lemma is the subsidiary proposition leading to the Evans wave Eq. (9.2) through Eq. (9.3). The lemma is an identity of differential geometry, and so is comparable in generality and power to the well known Poincaré lemma [14]. In other words, new theorems of topology can be developed from the Evans lemma in analogy with topological theorems [2,14] from the Poincaré lemma. This can be the subject of future work in mathematics, work which may lead in turn to new findings in physics based on topology. The immediate importance of the lemma to physics is that it is the subsidiary proposition leading to the Evans wave equation, which is valid for all radiated and matter fields. Equation (9.49) can be solved for \( R \) given tetrad components, or vice versa, solved for tetrad components for a given \( R \). The equation is non-linear in the spin and Christoffel connections, but for a given \( R \) it is a linear second order partial differential wave equation, or eigenvalue equation. In this sense it is an equation of wave mechanics and therefore of quantum mechanics, and so unifies quantum mechanics, unified field theory and general relativity. Its power is therefore apparent and the wave equation (9.49) reduces to known equations of physics [3-7] in the appropriate limits. These include the four Newton equations, the Poisson equations of gravitation and electrostatics, the Schrödinger, Klein-Gordon and Dirac equations, and the equations of O(3) electrodynamics. Equation (9.49) produces the quark color triplet through a choice of eigenfunction (a three-spinor of the SU(3) representation), and so unifies the gravitational and strong fields. In the limit of special relativity [3-7],
\[ R \to m^2 c^2 / h^2, \] (9.51)

where \( m \) is the particle mass, \( h \) Planck’s constant, and \( c \) the speed of light in vacuo. Equation (9.51) means that there exists a minimum mass density defined by a rest volume \( V \):
The Evans Lemma of Differential Geometry

\[ \rho_{\text{min}} = m/V = m^2c^2/\hbar^2k. \]  

(9.52)

The product \( mV \) is a universal constant:

\[ mV = \hbar^2k/c^2. \]  

(9.53)

Equation (9.52) has the important consequence that there must be a minimum amount of mass/energy in the universe, in other words the universe cannot be “empty” \( R = -kT = 0 \). This minimum amount of energy is the zero point energy of the Evans wave equation of quantum physics, and sometimes this zero point energy is referred to as “vacuum energy.” It is observed in the Casimir effect and in the Lamb shift for example. Electromagnetic energy can therefore be obtained from the vacuum [15], interpreted as spacetime with torsion, and such energy may have been observed in devices such as the motionless electromagnetic generator [16]. In the limit of classical special relativity this minimum amount of energy is the rest energy \( mc^2 \), and so the Evans wave equation gives a new meaning to the Einstein rest energy \( mc^2 \) – it is the special-relativistic limit of the scalar curvature \( R \). In non-relativistic equations such as the Schrödinger equation the zero point energy (for example of a harmonic oscillator) does not have a classical meaning, but in relativistic equations such as the Evans equation it has a clear classical meaning, zero point energy originates in \( R \). This is another important aspect of the Evans equation, it derives well-known relativistic equations from differential geometry. The existence of a minimum density of mass/energy, defined by Eq. (9.52) also means that the volume \( V \) is there at a maximum, the universe cannot have infinite extent, and can never, therefore be devoid entirely of matter or energy. The scalar curvature \( R \) can therefore never be zero. In coming to these conclusions \( T \) is recognized as the index contracted form of total energy/momentum, the sum of potential and kinetic terms. Total energy/momentum is always conserved through the Noether theorem [2,14]

\[ D_\mu T^{\mu\nu} = 0. \]  

(9.54)

9.3 Gauge Invariant Fields, Duality Equations, Inhomogeneous Field Equation, And The Class Of Evans Equations For All Differential Forms

The wave equation (9.2) defines the potential fields [14] (Feynman’s “universal influence”) of gravitation and electromagnetism. The former is the tetrad \( q^a_\mu \) and the latter is

\[ A^a_\mu = A^{(0)}q^a_\mu, \]  

(9.55)

where \( A^{(0)} \) is a \( C \) negative coefficient [3-7]. The wave equation also shows how the metrics and gauge invariant fields of gravitation and electromagnetism emerge from the Evans field equation [3]:

\[ \rho_{\text{min}} = m/V = m^2c^2/\hbar^2k. \]  

(9.52)
\[-Rq^a_{\mu} = kTq^a_{\mu} . \] (9.56)

Equation (9.56) can be expressed as \( kT = -R \) and is the equation which transforms the lemma (9.49) into the wave equation (9.2). Using Eqs. (9.8) to (9.10), it can be seen that the Evans field equation (9.56) can be developed in at least three ways, to give

\[-Rq_{\mu\nu}^{(S)} = kTq^a_{\mu} q^b_{,\nu} \eta_{ab} , \] (9.57)
\[-Rq_{\mu\nu}^{(A)} = kTq^a_{\mu} \wedge q^b_{\nu} , \] (9.58)
\[-Rq_{\mu\nu}^{ab} = kTq^a_{\mu} \otimes q^b_{\nu} , \] (9.59)

which are equations in the symmetric, antisymmetric and general metric tensors, respectively. Equation (9.57) has been shown [3-7] to the Einstein field equation, and Eq. (9.58) defines the gauge invariant electromagnetic field through the torsion tensor (9.34). Equation (9.59) defines the gauge invariant electromagnetic field through the torsion tensor (9.34). Equation (9.59) is an equation for the general metric, i.e., the general outer product of tetrads, and defines the way in which gravitation effects electromagnetism, and vice versa. A complete description of all radiated and matter fields requires the gauge invariant as well as the potential fields.

The gauge invariant gravitational field is defined [2] by the Riemann form of differential geometry through the second Maurer-Cartan structure relation

\[ R^a_{\mu} = D \wedge \omega^a_{\mu} . \] (9.60)

The symbol \( D \wedge \) denotes the covariant exterior derivative of differential geometry (see Table 1), (The spin connection \( \omega^a_{\mu} \) does not transform, however, as a tensor [2] so \( D \wedge \) is defined in this equation is an operator which is identical to, and has the same effect as, the covariant exterior derivative.) The gauge invariant electromagnetic field is defined by the torsion form of differential geometry through the first Maurer-Cartan structure relation:

\[ T^a = D \wedge q^a , \] (9.61)

in which \( q^a \) transforms as a tensor. The gauge invariant electromagnetic field is then

\[ G^a = D \wedge A^a = gA^b \wedge A^c , \] (9.62)

where \( G^a \) is a \( C \) negative magnetic flux density (tesla = weber m\(^{-2}\)) and \( 1/g \) is a fundamental or primordial magnetic flux (weber). The quantum (or minimum possible value) of magnetic flux is the universal constant \( h/e \) and is the magnetic fluxon [8-14]. This means that a minimum amount of magnetic flux is always present in the universe. In analogy a minimum amount of \( T, m, R, \) and \( V \) is always present in the universe, as discussed already. The equivalent of Eqs. (9.61) and (9.62) in U(1) or Maxwell-Heaviside electrodynamics is
The Evans Lemma Of Differential Geometry

\[ F = d \wedge A, \]  
(9.63)

where \( d \wedge \) is the exterior derivative (see Table 1). Comparing the two available definitions (9.34) and (9.61) of the electromagnetic field gives the cyclically symmetric equation of differential geometry

\[ D \wedge q^a = \kappa q^b \wedge q^c, \quad R = \kappa^2, \]  
(9.64)

which generalizes the \( B \) cyclic theorem of \( O(3) \) electrodynamics [8-12]. The cyclic equation (9.64) is generally covariant and gauge invariant. All the equations of the Evans unified field theory are generally covariant, in other words they are all equations of differential geometry. This means that in the limit of special relativity, they are all Lorentz covariant. Indeed, as we have seen in Eq. (9.17), the tetrad, the eigenfunction of the Evans lemma and wave equation, can be defined as the equivalent of Lorentz transform matrix in general relativity.

The homogeneous unified field equations of the Evans theory are the Bianchi identities (see Table 1)

\[ D \wedge R^a_b := 0, \]  
(9.65)

\[ D \wedge T^a := 0. \]  
(9.66)

In the Maxwell-Heaviside theory, the equivalent equation is

\[ d \wedge F := 0. \]  
(9.67)

The Bianchi identities follow from the Poincaré lemma

\[ D \wedge D := 0, \]  
(9.68)

and Eq. (9.67) follows from the Poincaré lemma

\[ d \wedge d := 0. \]  
(9.69)

The inhomogeneous field equations of the Evans theory are

\[ D \wedge *R^a_b = J^a_b, \]  
(9.70)

\[ D \wedge *T^c = J^c, \]  
(9.71)

where \(*R^a_b \) is the dual of \( R^a_b \), defined as in Table 1, and where \(*T^c \) is the dual of \( T^c \). In Eq. (9.70), \( J^a_b \) is a tensor-valued three-form, the current form of gravitation, and \( J^c \) is a vector-valued three-form, the current form of electromagnetism. The equivalent of Eqs. (9.70) and (9.71) in the Maxwell-Heaviside field theory is

\[ d \wedge *F = J, \]  
(9.72)

where \(*F \) is the dual of \( F \) and \( J \) is a scalar-valued three-form, the current form of this theory [2,14].
In the development of the Evans field theory, novel and important duality relations of differential geometry have been discovered (9.1) between the torsion and Riemann forms and (9.2) between the spin connection and tetrad. These are fundamental to differential geometry, to topology, and to generally covariant physics. They are proven from the fact that the tangent space is an orthonormal Euclidean space, so in this space there exists the relation [2-7] between any axial vector $V_a$ and its dual antisymmetric tensor $V_\kappa$:

$$V_a = \epsilon_{abc} V_{bc}, \quad (9.73)$$

where $\epsilon_{abc}$ is the Levi Civita symbol or three-dimensional totally antisymmetric unit tensor (see Table 1). Raising one index gives

$$\epsilon_{abc} = \eta^{cd} \epsilon_{adc}, \quad (9.74)$$

where $\eta^{ad} = \text{diag}(-1, 1, 1, 1)$ is the metric of the orthonormal space. The first Evans duality equation of differential geometry is

$$R_{ab} = \kappa \epsilon_{abc} T^c, \quad (9.75)$$

showing that the spin connection is dual to the Riemann form, and the second Evans duality equation of differential geometry is

$$\omega_{ab} = \kappa \epsilon_{abc} q^c, \quad (9.76)$$

showing that the spin connection is dual to the tetrad. The duality equations define the symmetry of the Riemann form because they imply

$$R_{ab} = R \epsilon_{abcd} q^c \wedge q^d, \quad (9.77)$$

where $\epsilon_{abcd}$ is the four-dimensional totally antisymmetric unit tensor. Therefore the Riemann form is antisymmetric in its indices $a$ and $b$ and also antisymmetric in the indices $\mu$ and $\nu$ of the base manifold [2]. The symmetries of the Riemann form and Riemann tensor are explained in more detail in Table 1. The duality relations greatly simplify the unified field theory and show that gravitation and electromagnetism are closely related by duality symmetry in differential geometry.

It has been shown that the tetrad can be defined and understood in a number of different ways (9.5) to (9.23), for example, and Table 1. From these and other relations it follows straightforwardly that the Evans lemma and wave equation apply to any differential form, so there exists a class of new wave equations in differential geometry, topology and general relativity. For example, the tetrad can be defined in terms of the metric vectors as in Eq. (9.7); and, using the Leibnitz theorem, it follows that

$$(\Box + kT) q^\mu = 0. \quad (9.78)$$

Similarly,
\[(\Box + kT)T^a = 0,\]  \hfill (9.79)
\[(\Box + kT)R^a_{\ b} = 0,\]  \hfill (9.80)

and so on.
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### Table 1. Glossary of new results and fundamental definitions

<table>
<thead>
<tr>
<th>Number</th>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( D_\mu q^a_\nu = 0 )</td>
<td>The tetrad postulate</td>
</tr>
<tr>
<td>2</td>
<td>( Dq^a_\nu = 0 )</td>
<td>The tetrad postulate in the notation of differential geometry</td>
</tr>
<tr>
<td>3</td>
<td>( d( ) = \partial( ) )</td>
<td>Partial derivative</td>
</tr>
<tr>
<td>4</td>
<td>( D( ) = D_\mu( ) )</td>
<td>Covariant derivative</td>
</tr>
<tr>
<td>5</td>
<td>( d( ) = D( ) )</td>
<td>Exterior derivative</td>
</tr>
<tr>
<td>6</td>
<td>( D \wedge ( ) )</td>
<td>Exterior covariant derivative</td>
</tr>
<tr>
<td>7</td>
<td>( D_\mu V^\nu = \partial_\mu V^\nu + \Gamma^\nu_{\mu\lambda} V^\lambda )</td>
<td>Covariant derivative of a vector ( V^\nu )</td>
</tr>
<tr>
<td>8</td>
<td>( (dX)^a_{\mu\nu} = (\partial \wedge X^a)_{\mu\nu} )</td>
<td>The exterior derivative in component notation</td>
</tr>
<tr>
<td>9</td>
<td>( = (d \wedge X^a)<em>{\mu\nu} = \partial</em>\mu X^a_\nu - \partial_\nu X^a_\mu = [\partial_\mu, X^a_\nu] )</td>
<td>The exterior derivative in the notation of differential geometry</td>
</tr>
<tr>
<td>10</td>
<td>( D \wedge X^a = d \wedge X^a + \omega^a_in \wedge X^b )</td>
<td>The exterior covariant derivative, where ( \omega^a_in ) is i.e., the spin connection</td>
</tr>
<tr>
<td>11</td>
<td>( = (D \wedge X^a)<em>{\mu\nu} = \partial</em>\mu X^a_\nu - \partial_\nu X^a_\mu + \omega^a_in \wedge X^b )</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>( D_\mu q^a_\lambda = \partial_\mu q^a_\lambda )</td>
<td>Covariant derivative of the tetrad, denoted by ( Dq^a )</td>
</tr>
<tr>
<td>13</td>
<td>( + \omega^a_in \wedge \gamma^b_\lambda - \gamma^a_\mu \wedge q^a_\nu = 0 )</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>( \partial_\mu \phi = D_\mu \phi )</td>
<td>Definition when ( \phi ) is a scalar</td>
</tr>
<tr>
<td>15</td>
<td>( \text{If } \phi = 0, D_\mu 0 = \partial_\mu 0 := 0 )</td>
<td>Identity of geometry</td>
</tr>
<tr>
<td>16</td>
<td>( d(Dq^a) := 0 )</td>
<td>Wave equation of differential geometry</td>
</tr>
<tr>
<td>17</td>
<td>( \text{i.e., } \partial_\mu(D^\mu q^a_\nu) := 0 )</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>( DD = dD = \square - R )</td>
<td>The Evans lemma of differential geometry</td>
</tr>
<tr>
<td>19</td>
<td>( \square q^a = Rq^a )</td>
<td>The Evans lemma as an eigenequation</td>
</tr>
<tr>
<td>20</td>
<td>( R = -kT )</td>
<td>Index contracted form of the Einstein field equation</td>
</tr>
<tr>
<td>Equation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>14 ((\Box + kT)q^a := 0)</td>
<td>The Evans wave equation in the notation of differential geometry.</td>
<td></td>
</tr>
<tr>
<td>15 ((\Box + kT)q^a_\mu := 0)</td>
<td>The Evans wave equation in component notation.</td>
<td></td>
</tr>
<tr>
<td>16 (Rq^a = -kTq^a)</td>
<td>The Evans field equation in differential geometry.</td>
<td></td>
</tr>
<tr>
<td>17 (A^a = A^{(0)}q^a)</td>
<td>The electromagnetic potential field (a tetrad one-form).</td>
<td></td>
</tr>
<tr>
<td>18 ((\Box + kT)A^a := 0)</td>
<td>Evans wave equation for electrodynamics.</td>
<td></td>
</tr>
<tr>
<td>19 ((A \wedge B)_\mu^\nu)</td>
<td>The wedge product in component notation.</td>
<td></td>
</tr>
<tr>
<td>20 (G^c = G^{(0)}q^a \wedge q^b)</td>
<td>The gauge invariant (e/m) field.</td>
<td></td>
</tr>
<tr>
<td>21 (T^c = Rq^a \wedge q^b)</td>
<td>The torsion form, where (R) is the scalar curvature.</td>
<td></td>
</tr>
<tr>
<td>22 (R^a_b = \epsilon^a_{\ bc}T^c)</td>
<td>The gauge invariant gravitational field and the second Evans duality relation.</td>
<td></td>
</tr>
<tr>
<td>23 (\epsilon^a_{\ bc} = \eta^{ad}\epsilon_{d\ bc})</td>
<td>Definition of the Levi-Civita symbol (\epsilon^a_{\ bc}) in the orthonormal space of the tetrad.</td>
<td></td>
</tr>
<tr>
<td>24 (q^{ad} = \text{diag}(1, -1, -1, -1))</td>
<td>Metric in the orthonormal space of the tetrad.</td>
<td></td>
</tr>
</tbody>
</table>
| 25 \(\epsilon_{\ abc} = \begin{cases} 
1, & \text{even} \\
-1, & \text{odd} \\
0, & \text{otherwise} 
\end{cases}\) | Levi-Civita symbol, the rank three totally antisymmetric unit tensor. |
<p>| 26 (\omega_a^b = \kappa \epsilon^a_{\ bc}q^c) | The first Evans duality equation, the spin connection is the dual of the tetrad. |
| 27 (T^a = D \wedge q^a) | The first Maurer-Cartan structure relation. |</p>
<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^a_b = D \wedge \omega^a_b$</td>
<td>The second Maurer-Cartan structure relation</td>
</tr>
<tr>
<td>$D \wedge T^a := R^a_b \wedge q^b$</td>
<td>The first Bianchi identity</td>
</tr>
<tr>
<td>$D \wedge R^a_b := 0$</td>
<td>The second Bianchi identity</td>
</tr>
<tr>
<td>$D \wedge D = d \wedge d := 0$</td>
<td>The Poincaré lemma</td>
</tr>
<tr>
<td>$T^a = D \wedge q^a; D \wedge T^a = R^a_b \wedge q^b$</td>
<td>The generally covariant theory of electromagnetism; gauge invariant</td>
</tr>
<tr>
<td>$R^a_b = D \wedge \omega^a_b; D \wedge R^a_b := 0$</td>
<td>The generally covariant theory of gravitation; gauge invariant</td>
</tr>
<tr>
<td>$F = d \wedge A; d \wedge F := 0$</td>
<td>Maxwell-Heaviside theory</td>
</tr>
<tr>
<td>$D \wedge (\ast T^a) = 0$</td>
<td>First homogeneous Evans field equation</td>
</tr>
<tr>
<td>$D \wedge (\ast R^a_b) = 0$</td>
<td>Second homogeneous Evans field equation</td>
</tr>
<tr>
<td>$d \wedge (\ast F) = J$</td>
<td>The inhomogenous Maxwell-Heaviside field equation</td>
</tr>
<tr>
<td>$(\ast T^a)^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} (T^a)_{\rho\sigma}$</td>
<td>Definition of $\ast T^a$</td>
</tr>
<tr>
<td>$(\ast R^a_b)^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} (R^a_b)_{\rho\sigma}$</td>
<td>Definition of $\ast R^a_b$</td>
</tr>
<tr>
<td>$E = (\phi^{(0)}/c^2) g$</td>
<td>Evans electrogravitic equation in the weak-field limit</td>
</tr>
<tr>
<td>$e^2 + m^2 = 1$</td>
<td>The Evans symmetry</td>
</tr>
<tr>
<td>$e^2 - m^2 = 0$</td>
<td>condition of unified field theory (in reduced units)</td>
</tr>
<tr>
<td>$e^2 = m^2 = 1/2$</td>
<td></td>
</tr>
<tr>
<td>$e^2 + m^2 \neq 1$</td>
<td>The Evans symmetry-breaking rule for hybrid effects of gravitation on electromagnetion (in reduced units)</td>
</tr>
<tr>
<td>$e^2 - m^2 \neq 0$</td>
<td></td>
</tr>
<tr>
<td>$e^2 \neq m^2$</td>
<td></td>
</tr>
<tr>
<td>$D \wedge q^a = \kappa q^b \wedge q^c$</td>
<td>The Evans cyclic equation of differential geometry (reduced units)</td>
</tr>
<tr>
<td>$B^{(1)} \times B^{(2)} = iB^{(0)} B^{(3)*}$</td>
<td>The Evans B cyclic theorem of $O(3)$ electrodynamics</td>
</tr>
<tr>
<td>Number</td>
<td>Expression</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>45</td>
<td>$q_{\mu\nu}^{(S)} = q^a_{\mu} q^b_{\nu} \eta_{ab}$</td>
</tr>
<tr>
<td>46</td>
<td>$q_{\mu\nu}^{(A)} = q^a_{\mu} \wedge q^b_{\nu}$</td>
</tr>
<tr>
<td>47</td>
<td>$q^{ab}<em>{\mu\nu} = q^a</em>{\mu} q^b_{\nu} = q^a_{\mu} \otimes q^b_{\nu}$</td>
</tr>
<tr>
<td>48</td>
<td>$q^a = q^a_{\mu} q^{\mu}$</td>
</tr>
<tr>
<td>49</td>
<td>$x^a = q^a_{\mu} x^{\mu}$</td>
</tr>
<tr>
<td>50</td>
<td>$q^a_{\mu} = \partial x^a / \partial x^{\mu}$</td>
</tr>
<tr>
<td>51</td>
<td>$q^0_{\mu} = \partial x^0 / \partial x^{\mu} \quad \vdots \quad q^3_{\mu} = \partial x^3 / \partial x^{\mu}$</td>
</tr>
<tr>
<td>52</td>
<td>$q^{a\mu} = \partial V^a / \partial x^{\mu} = \frac{\partial q^a}{\partial x^\mu} = \frac{\partial x^a}{\partial x^{\mu}}$</td>
</tr>
<tr>
<td>53</td>
<td>$\hat{e}<em>{(\mu)} = q^a</em>{\mu} \hat{e}_{(a)}$</td>
</tr>
<tr>
<td>54</td>
<td>$q^a_{\mu} q^a_{\nu} = \delta_{\mu\nu}$</td>
</tr>
<tr>
<td>55</td>
<td>$\hat{\theta}(a) = q^a_{\mu} \hat{\theta}(\mu)$</td>
</tr>
<tr>
<td>56</td>
<td>$\hat{\sigma}(a) = q^a_{\mu} \hat{\sigma}(a)$</td>
</tr>
<tr>
<td>57</td>
<td>$\hat{q}(a) = q^a_{\mu} \hat{q}(a)$</td>
</tr>
<tr>
<td>58</td>
<td>$\psi^a = q^a_{\mu} \psi^{\mu}$</td>
</tr>
<tr>
<td>59</td>
<td>$\gamma^a = q^a_{\mu} \gamma^{\mu}$</td>
</tr>
<tr>
<td>60</td>
<td>$\Lambda^a_{\mu} \rightarrow q^a_{\mu}$</td>
</tr>
<tr>
<td>61</td>
<td>$x^{a'} = q^{a'}_{\mu} x^{\mu}$</td>
</tr>
<tr>
<td>No.</td>
<td>Equation</td>
</tr>
<tr>
<td>-----</td>
<td>----------</td>
</tr>
<tr>
<td>62</td>
<td>$\psi^\alpha = q^\alpha_{\mu'} \psi^\mu$</td>
</tr>
<tr>
<td>63</td>
<td>$\phi^a = q^a_{\mu} \phi^\mu$</td>
</tr>
</tbody>
</table>
| 64  | $\phi_R^a = (q^a_{\mu})_R \phi_L^\mu(0)$  
$\phi_L^a = (q^a_{\mu})_L \phi_R^\mu(0)$ | The generally covariant Dirac equation in terms of two-spinors |
| 65  | $\psi^a(p) = q^a_{\mu} \psi^\mu(0)$ | The generally covariant Dirac equation as a tetrad definition |
| 66  | $(\Box + kT)\psi^a = 0$ | The Evans equation with spinor eigenfunction, a generally covariant Dirac equation |
| 67  | $V = V^\mu \hat{e}_{(\mu)}$ | Vector |
| 68  | $V^\mu$ | Vector components, contravariant |
| 69  | $\hat{e}_{(\mu)}$ | Basis vectors |
| 70  | $V^* = V_\mu \hat{g}^{(\mu)}$ | Vector in the dual vector space |
| 71  | $V_\mu$ | Vector components, covariant |
| 72  | $\hat{g}^{(\mu)}$ | Basis vectors of the dual space |
| 73  | $\delta^\nu_{\mu} = 1, \nu = \mu$  
$= 0, \nu \neq \mu$ | Kronecker delta function |
| 74  | $\hat{g}^{(\nu)} \hat{e}_{(\mu)} = \delta^\nu_{\mu}$  
$V^\mu V_{\nu} = \delta^\mu_{\nu}$  
$q^\nu q_\mu = \delta^\nu_{\mu}$  
$q^\nu q_\mu a^a = \delta^\nu_{\mu}$  
$\vdots$ | Defining relations |
| 75  | $g^{\mu\nu} g_{\nu\rho} = g_{\mu\rho}$  
$g^{\mu\nu} g_{\mu\nu} = 4$ | Definition of the inverse metric tensor given in terms of the metric tensor $g_{\nu\rho}$  
Trace of the product in (9.75) |
| 77  | $g^{\mu\nu} g_{\mu\nu} = 4$ | Trace of the product in (9.75) |
| 78  | $V_\mu$ | Components of the scalar-valued one-form $V$. |
| 79  | $V_\mu = [V_0 \ldots V_n]$ | Row vector representation of the one form |
\[ \mathbf{V}^\mu = \begin{pmatrix} V^0 \\ \vdots \\ V^n \end{pmatrix} \]  

Column vector representative of the contravariant vector

\[ V_\mu V^\mu = (V^0 \ldots V^n) \begin{pmatrix} V^0 \\ \vdots \\ V^n \end{pmatrix} \]  

Inner or dot product of covariant and contravariant vectors, where

\[ = V_0 V^0 + \cdots + V_n V^n \]

\[ = \mathbf{V} \cdot \mathbf{V} = g_{\mu \nu} V^\mu V^\nu \]

\[ g_{\mu \nu} \text{ is the metric tensor and } q_a^\mu \]

\[ = q_a^\mu V^\mu V_a = (q_a^\mu V_a)^\mu \]

is the tetrad

\[ V^\alpha _\mu \]  

Components of the vector-valued one-form \( V^a \)

\[ V^a _\mu \nu = -V^a _\nu \mu \]  

Components of the vector-valued two-form

\[ V^a _{b \mu \nu} = -V^a _{b \nu \mu} \]  

Components of the tensor-valued two-form

\[ \phi \]  

Scalar component of the zero-form

\[ \epsilon_{\mu \nu \rho \sigma} = \begin{cases} 
1, & \text{even} \\
-1, & \text{odd} \\
0, & \text{otherwise} 
\end{cases} \]  

Totally antisymmetric tensor in 4 D, the same in all spacetimes

\[ d \phi = (\partial \phi / \partial x^\mu) \hat{\theta}^\mu \]  

Exterior derivative of a scalar

\[ (d \phi)_\mu = \partial_\mu \phi = D_\mu \phi \]  

Relation between exterior, partial and covariant derivative of a scalar \( \phi \)

\[ * (U \wedge V)_i = \epsilon^{ijk} U_j V_k \]  

Hodge dual definition of the cross product in 3-space

\[ d \wedge F := 0 \]  

Equivalent representation of the Jacobi identity, or first

\[ \partial_{[\mu} F_{\nu \lambda]} := 0 \]

Bianchi identity, the homogeneous field equation

\[ \partial_\mu F^{\mu \nu} := 0 \]

\[ * F^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma} \]

\[ (dV)_{\mu_1 \ldots \mu_{p+1}} = (p + 1) \partial_{[\mu_1 \nu_1 \ldots \nu_{p+1}] \]  

Exterior derivative of the scalar-valued \((p + 1)\)-form.
<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{\mu\nu\rho\sigma} = \frac{1}{6} (T_{\mu\nu\rho\sigma} - T_{\mu\rho\nu\sigma} + T_{\mu\rho\nu\sigma} - T_{\nu\mu\rho\sigma} + T_{\nu\mu\rho\sigma} - T_{\rho\nu\mu\sigma})$</td>
<td>Example of the general rule for the antisymmetric tensor; odd number of exchanges give a minus sign.</td>
</tr>
<tr>
<td>$U^\mu = dx^\mu / d\tau$</td>
<td>Velocity four-vector in special relativity.</td>
</tr>
<tr>
<td>$p^\mu = mU^\mu$</td>
<td>Momentum four-vector.</td>
</tr>
<tr>
<td>$T^\mu{}<em>{\nu} = (\rho + p) u^\mu u^\nu + p g^\mu{}</em>{\nu}$</td>
<td>Energy-momentum tensor.</td>
</tr>
<tr>
<td>$D_\mu V_\nu = \partial_\mu V_\nu - \Gamma^\lambda{}<em>{\mu\nu} V</em>\lambda$</td>
<td>Covariant derivative of a one-form.</td>
</tr>
<tr>
<td>$T^\lambda{}<em>{\mu\nu} = \Gamma^\lambda{}</em>{\mu\nu} - \Gamma^\lambda{}_{\nu\mu}$</td>
<td>Torsion tensor.</td>
</tr>
<tr>
<td>$R^\rho{}<em>{\sigma\mu\nu} = -R^\rho{}</em>{\sigma\nu\mu}$</td>
<td>Riemann tensor.</td>
</tr>
<tr>
<td>$[D_\mu, D_\nu] V^\rho = R^\rho{}<em>{\sigma\mu\nu} V^\sigma - T^\lambda{}</em>{\mu\nu} D_\lambda V^\rho$</td>
<td>Commutator of covariant derivatives.</td>
</tr>
<tr>
<td>$R^\rho{}<em>{\sigma\mu\nu} = g</em>{\rho\lambda} R^\lambda{}_{\sigma\mu\nu}$</td>
<td>Symmetries of the Riemann tensor.</td>
</tr>
<tr>
<td>$R_{\rho\sigma\mu\nu} = -R_{\rho\sigma\mu\nu}$</td>
<td>First Bianchi identity.</td>
</tr>
<tr>
<td>$g_{ac} = \eta_{ac}$</td>
<td>Relation between Riemann forms of differential geometry.</td>
</tr>
<tr>
<td>$g_{ac} = \eta_{ac} = \text{diag}(1,-1,-1,-1)$</td>
<td>The spinor, a vector in 2-D rep. space (Barut, (1.42)).</td>
</tr>
<tr>
<td>$\xi^\mu = \begin{pmatrix} \xi^1 \ \xi^2 \end{pmatrix}$</td>
<td>The covariant spinor (Barut, Eq. (1.48)). This is a scalar-valued one-form.</td>
</tr>
<tr>
<td>$\xi^\mu = C_{\mu\nu} \xi^\nu$</td>
<td>Scalar invariant dot product of two spinors (Barut, (1.45')).</td>
</tr>
<tr>
<td>$\xi^\alpha \eta_\alpha = \xi_\alpha \eta^\alpha$</td>
<td>Dirac four-spinor, a one form of differential geometry.</td>
</tr>
</tbody>
</table>
107 \[ X = \sigma_\mu x^\mu \]
\[ X_{\alpha\bar{\alpha}} = (\sigma_\mu x^\mu)_{\alpha\bar{\alpha}} \]
Relation between spinors and vectors. Both spinors and vectors describe the same base manifold, so we must be able to interrelate them (Barut, p. 30)

108 \[ \xi_\mu \xi^{\mu*} = |\xi_1^2| + |\xi_2^2| \]
\[ = \xi_1\xi_1^* + \xi_2\xi_2^* \]
\[ = \xi_1\xi^{\ast 1} + \xi_2\xi^{\ast 2} \]
Dot product of two 2-spinors, a scalar invariant

109 \[ x_i x^i = x_1^2 + x_2^2 + x_3^2 \]
Dot product of two 3-vectors, a scalar invariant

110 \[ x_1^2 + x_2^2 + x_3^2 = \xi_1\xi_1^* + \xi_2\xi_2^* \]
Equating two scalar invariants in the same base manifold

111 \[\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]
\[\begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\]
The set of Pauli matrices of the SU(2) group

112 \[\sigma_0 i \cdot i = \sigma_1\sigma_1 = 1_2 \]
\[\sigma_0 j \cdot j = \sigma_2\sigma_2 = 1_2 \]
\[\sigma_0 k \cdot k = \sigma_3\sigma_3 = 1_2 \]
Another example of interrelating scalars in the O(3) and SU(2) reps. of 3-D space, in this case, the scalar components, 1, of \(\sigma_0\)
References

Physical Optics, The Sagnac Effect, And The Aharonov-Bohm Effect In The Evans Unified Field Theory

**Summary.** A generally covariant and gauge invariant description of physical optics, the Sagnac effect, and the Aharonov-Bohm (AB) effect is developed using the appropriate phase factor for electrodynamics. The latter is a generally covariant development of the Dirac-Wu-Yang phase factor based on the generally covariant Stokes theorem. The Maxwell-Heaviside (MH) field theory fails to describe physical optics, interferometry, and topological phase effects in general because the phase factor in that theory is under-determined. A random number from a U(1) gauge transformations can be added to the MH phase factor. The generally covariant phase factor of the Evans unified field theory is gauge invariant and has the correct property under parity inversion to produce observables such as reflection, interferograms, the Sagnac and AB effects, the Tomita-Chao effect and topological phase effects in general. These effects are described simply and self consistently with the generally covariant Stokes theorem in which ordinary exterior derivative is replaced by the covariant exterior derivative of differential geometry.

Key words: Evans unified theory, $B^{(3)}$ field, physical optics, reflection, interferometry, Sagnac effect, AB effect, Tomita-Chao effect, topological phase effects.

10.1 Introduction

In generally covariant electrodynamics [1-8] the potential field is the tetrad within a $C$ negative coefficient, and the gauge invariant electromagnetic field is a wedge product of tetrads. The covariant exterior derivative is used to describe the electromagnetic field using the first Maurer-Cartan structure relation of differential geometry [9]. The generally covariant field theory leads to $O(3)$ electrodynamics and the Evans-Vigier field $B^{(3)}$. The latter is observed in several experiments, including the inverse Faraday effect [10]. The experimental evidence for the $B^{(3)}$ field, and thus for generally covariant electrodynamics, is reviewed in the literature [11].

In this paper a generally covariant Dirac-Wu-Yang phase is defined within Evans unified field theory by using a generally covariant exterior deriv-
ative to develop the Stokes theorem of differential geometry [12]. The electromagnetic phase factor is described by this generally covariant Stokes theorem. This procedure produces the correct parity inversion symmetry needed to describe fundamental physical optical phenomena such as reflection and interferometry. The MH theory of electrodynamics is not generally covariant, i.e., is a theory of special relativity, and for this reason is unable to describe physical optics and interferometry, and unable to describe the Sagnac and AB effects. In Sec. 2, these shortcomings of the MH theory are summarized. In Sec. 3 the Evans unified field theory is applied to physical optics, which is correctly described with a phase factor constructed from the appropriate contour and area integrals of the generally covariant Stokes theorem. This procedure gives the correct parity inversion symmetry of the electromagnetic phase factor, and so is able to correctly describe physical optical phenomena such as reflection, interferometry, the Sagnac effect and the AB effect. In each case the generally covariant theory is simpler than the MH theory and at the same time is the first correct theory of physical optics as a theory of electrodynamics.

10.2 Shortcomings Of The Maxwell-Heaviside Field Theory In Physical Optics

In the MH field theory the phase factor is defined by

$$\Phi_{\text{MH}} = \exp[i(\omega t - \kappa Z)]$$

(10.1)

where $\omega$ is the angular frequency of radiation at instant $t$ and $\kappa$ is the wave number of radiation at point $Z$ in the propagation axis. Under a U(1) gauge transformation [13] the phase factor (10.1) becomes

$$\Phi_{\text{MH}} \rightarrow \exp(i\alpha)\Phi_{\text{MH}} = \exp[i(\omega t - \kappa Z + \alpha)]$$

(10.2)

where $\alpha$ is arbitrary. In consequence the phase factor is not gauge invariant, a major failure of MH field theory. In other words the phase factor (10.2) is undetermined theoretically, because any number $\alpha$ can be added to it without affecting the description of experimental data. In Michelson interferometry [14], for example, an interferogram is formed by displacing a mirror in one arm of the interferometer, thus changing $Z$ in Eq. (10.1) for constant $\omega, t$ and $\kappa$. The path of a beam of light from the beam-splitter to the mirror and back to the beam-splitter is increased by $2Z$. The conventional description of Michelson interferometry incorrectly asserts that this increase $2Z$ in the path of the light beam results in a change of phase factor

$$\Delta \Phi_{\text{MH}} = \exp(2i\kappa Z)$$

(10.3)

producing the observed interferogram, $\cos(2\kappa Z)$, for a monochromatic light beam in Michelson interferometry.
This basic error in the conventional theory has been reviewed in detail in Ref. [11]. The main purpose of this paper is to show that the error is corrected when the theory of electrodynamics is developed into a generally covariant unified field theory.

The origin of the error is found when parity inversion symmetry is examined. Consider the parity inversion symmetry of the product $\kappa \cdot r$ of wave vector $\kappa$ and position vector $r$:

$$\hat{P}(\kappa \cdot r) = \kappa \cdot r$$  \hspace{1cm} (10.4)

because

$$\hat{P}(\kappa) = -\kappa,$$  \hspace{1cm} (10.5)

$$\hat{P}(r) = -r.$$  \hspace{1cm} (10.6)

Parity inversion is equivalent to reflection, and so $\kappa Z$ does not change under reflection in the MH phase factor (10.1). This means that the reflected phase factor is the same as the phase factor of the beam before reflection. In terms of the Fermat principle of least time in optics [15], this means

$$\Phi_2 = e^{\alpha} \Phi_1 = \Phi_1,$$  \hspace{1cm} (10.7)

where $\Phi_1$ is the phase factor of the wave before reflection and $\Phi_2$ the factor after reflection.

The experimentally observed interferogram in the Michelson interferometer [14] and in reflection in general must be described, however, by

$$\Phi_2 = e^{2\alpha Z} \Phi_1,$$  \hspace{1cm} (10.8)

and so the MH field theory of electrodynamics fails at a fundamental level to describe physical optics. Various hand-waving arguments have been used over the years to address this problem, but there has never been a solution. The reason is that there cannot be a solution in special relativistic gauge field theory because, as we have seen, the phase factor is not gauge invariant; a random number $\alpha$ can be added to it [13]. This number is random in the same sense that $\chi$ is random in the usual gauge transform of the MH potential, i.e.,

$$A \rightarrow A + \nabla \chi.$$  \hspace{1cm} (10.9)

The U(1) gauge transformation is a rotation of the phase factor (10.2), a rotation of a gauge field brought about by multiplication by the rotation generator of U(1) gauge field theory, the exponential $e^{\alpha}$. It is always argued in U(1) gauge transformation that $\chi$ is unphysical; so, for self-consistency, $\alpha$ must be unphysical. However, an unphysical factor $\alpha$ cannot appear in the phase factor [13] of a physical theory, i.e., a theory of physics aimed at describing data. So the MH field theory fails at a fundamental level to describe physical optics. In other words, MH gauge field theory fails to describe reflection and interferometry.
The Sagnac interferometer [13] with platform at rest produces an observable interferogram both in electromagnetic waves and matter waves (interfering electron beams [11]):

\[ \gamma = \cos\left(\frac{2\omega^2}{c^2} Ar\right), \]  

(10.10)

where \( Ar \) is the area enclosed by the interfering beams (electromagnetic or electron beams). When the platform is rotated at an angular frequency \( \Omega \), a shift is observed in the interferogram:

\[ \Delta \gamma = \cos\left(\frac{4\omega \Omega}{c^2} Ar\right). \]  

(10.11)

The interferograms (10.10) and (10.11) are independent of the shape of the area \( Ar \), and are the same to an observer on and off the rotating platform. There have been many attempts to explain the Sagnac effect since it was first observed, all have their shortcomings, as reviewed by Barrett [13]. In particular the MH field theory (a U(1) gauge field theory) is wholly incapable of explaining the effect [13], either with platform at rest or in motion. In Sec. 3 it is shown that the Sagnac effect is described straightforwardly in the Evans unified field theory as a change in the Cartan tetrad [1-8]. It is well known that the tetrad plays the role of metric in differential geometry. This gets to the core of the problem with MH theory – it is a theory of flat spacetime and so is metric-invariant [13]. The phase factor (10.1) of the MH field theory is a number, and so is invariant under both parity and motion reversal symmetry. The phase factor (10.1) has no sense of parity, of handedness or of chirality (of being clockwise of anticlockwise) and does not change under frame rotation or platform rotation. The MH theory cannot describe any feature of the Sagnac effect, and again fails at a fundamental level.

There has been a forty-year controversy over the AB effect [12]. The only way to describe it with MH field theory is to shift the problem to the nature of spacetime itself. It is asserted conventionally [12] that the latter is multiply connected and that this feature (rather magically) produces an AB effect by U(1) gauge transformation into the vacuum. It is straightforward to show as follows that this assertion is incorrect because it violates the Poincaré lemma. In Sec. 3 we show that the Evans unified field theory explains the AB effect with the correct generally covariant phase factor. This is the same in mathematical structure as for the Sagnac effect and physical optics, only it interpretation is different. The Evans unified theory is therefore much simpler, as well as much more powerful, than the earlier MH field theory. To prove that the MH theory of the AB effect is incorrect, consider the Stokes theorem in the well-known [9] notation of differential geometry:

\[ \exp \left( ig \oint_S A \right) = \exp \left( ig \oint_S d \wedge A \right), \]  

(10.12)

where \( A \) is the potential one-form and \( d \wedge A \) is the exterior derivative of \( A \), a two-form. The factor \( g \) in the AB effect is \( e/h \), where \(-e\) is the electric charge...
on the electron and \( h \) is the Dirac constant \((h/2\pi)\). Under the \( U(1) \) gauge transformation
\[
A \rightarrow A + d\chi
\]
the two-form becomes
\[
d \wedge A \rightarrow d \wedge A + d \wedge d\chi.
\]
However, the Poincaré lemma asserts that, for any topology,
\[
d \wedge d := 0.
\]
Therefore the two-form \( d \wedge A \) is unchanged under the \( U(1) \) gauge transformation (13). The Stokes theorem (10.12) then shows that
\[
\oint_{\delta S} d\chi := 0.
\]
However, the conventional description of the AB effect [12] relies on the incorrect assertion
\[
\oint_{\delta S} d\chi \neq 0.
\]
This is incorrect because it violates the Poincaré lemma (10.15). The lemma is true for multiply-connected as well as simply-connected regions. In ordinary vector notation the lemma states that, for any function \( \chi \),
\[
\nabla \times \nabla \chi := 0,
\]
and this is true for a periodic function because it is true for any function. A standard freshman textbook [16] will show that the Stokes theorem and the Green theorem are both true for multiply-connected regions as well as for simply-connected regions.

There is therefore no correct explanation of the AB effect in MH theory and special relativity. Similar arguments show that MH theory cannot be used to describe a topological phase effect such as the Tomita-Chao effect, a shift in phase brought about by rotating a beam of light around a helical optical fibre. In Sec. 3 we show that the Tomita-Chao effect is a Sagnac effect with several loops, and is a shift in the Cartan tetrad of the Evans unified field theory. Similarly, the Berry phase of matter wave theory is a shift in the tetrad of the Evans unified field theory. Many more examples could be given of the advantages of the Evans unified field theory over the MH theory.

10.3 Generally Covariant Phase Factor From The Evans Unified Field Theory

The first correct description of the phase factor in electrodynamics was given in Ref. [11]. Since then, a unified field theory has been developed [1-8] which
in turn gives a further insight to the phase factor of electrodynamics and physical optics. In order to construct a phase factor that has the correct symmetry under parity inversion, which is generally covariant and valid for all topologies, and which furthermore is correctly gauge invariant, we use the generally covariant Stokes theorem in differential geometry within the exponent of the electromagnetic phase factor. The phase factor is therefore an application of Eq. (10.12) for the propagating electromagnetic field, which is considered to be part of the generally covariant unified field theory [1-8]. Therefore the phase factor of electrodynamics and physical optics is

\[ \Phi = \exp \left( ig \oint_{D} A \right) = \exp \left( ig \int_{S} D \wedge A \right) \quad (10.19) \]

under all conditions (free or radiated field and field matter interaction).

We shall show in this section that the phase factor (10.19) produces fundamental phenomena of physical optics such as reflection and interferometry through a difference in contour integrals of Eq. (10.19)

\[ \Delta \Phi = \exp \left( i \left( \int_{0}^{Z} \kappa \cdot d\mathbf{r} - \int_{0}^{Z} \kappa \cdot d\mathbf{r} \right) \right) \]

\[ (10.20) \]

It is also shown that the phase factor (10.19) can be written as

\[ \Phi = \exp \left( i \oint \kappa \cdot d\mathbf{r} \right) = \exp \left( i \int \kappa^{2} dA \right) \quad (10.21) \]

and automatically gives the Sagnac effect from the right-hand side of Eq. (10.21). Equation (10.21) follows from the generally covariant Stokes formula applied to the one-form \( \kappa \) of differential geometry, the one-form that represents the wave number. In Eq. (10.19), \( D \wedge A \) is the covariant exterior derivative [1-9] necessary to make the theory correctly covariant in general relativity. Equation (10.19) is the generally covariant Stokes theorem, i.e., the Stokes theorem defined for the non-Euclidean geometry of the base manifold and therefore in general relativity [11], and it follows from differential geometry that \( D \wedge A \) is a two-form. The electromagnetic phase can be written in general

\[ \Phi = \exp \left( i \oint_{D} \kappa \right) = \exp \left( i \int_{S} D \wedge \kappa \right) \quad (10.22) \]

and Eq. (10.19) and (10.22) are equivalent definitions provided that we recognise the following duality between the electromagnetic field as a potential one-form, denoted by \( A \) in differential geometry [9], and the wave number one-form \( \kappa \):

\[ \kappa = gA. \quad (10.23) \]

Here \( g \) is a constant of proportionality between the \( A \) and \( \kappa \) one-forms. From gauge theory [11] \( g \) is given by the wave-particle dualism represented by
where $p$ is a momentum one-form. The duality (10.24) asserts that the photon is a particle with momentum $\hbar \kappa$ and also a field with momentum $eA$, where $-e$ is the charge on the electron. The meaning of the duality (10.24) has been explained extensively in the literature on $O(3)$ electrodynamics [11]. The charge $e$ is defined as the ratio of magnitudes:

$$e = |p|/|A|,$$

and so Eq. (10.23) means that the wave number in physical optics and electrodynamics is multiplied by the potential and divided by the magnitude of the potential to inter-relate the field as particle with momentum $\hbar \kappa$ and the field as wave, with momentum $eA$. This is the de Broglie wave-particle duality applied to the electromagnetic field.

The electromagnetic phase in unified field theory and general relativity is therefore

$$\Phi = \exp \left( i \oint DS \kappa \right) = \exp \left( \frac{i}{\hbar} \oint DS p \right) = \exp \left( ig \oint DS A \right),$$

which is the generally covariant Dirac phase or Wilson loop for electrodynamics as part of a unified field theory [1-8]. The covariant derivative appearing in Eq. (10.19) is defined in the notation of differential geometry by

$$D \wedge A = d \wedge A + gA \wedge A.$$  

The symbol $A$ is convenient shorthand notation for the tetrad $A^a_{\mu}$ [1-9], so Eq. (10.27), for example, denotes

$$(D \wedge A^a)_{\mu \nu} = (d \wedge A^a)_{\mu \nu} + gA^a_{\mu} \wedge A^b_{\nu}. $$

For $O(3)$ electrodynamics with orthonormal space index

$$a = (1), (2), (3)$$

the complex circular basis, then:

$$D \wedge A^{(1)*} = d \wedge A^{(1)*} - igA^{(2)} \wedge A^{(3)}, \text{ et cyclicum.}$$

In Eq. (10.30) the indices $\mu$ and $\nu$ of the base manifold have been suppressed, as is the custom in differential geometry [9], because Eqs. (10.27) to (10.30) are equations of differential geometry valid for all geometries of the base manifold. So, the indices $\mu$ and $\nu$ are always the same on both sides and can be suppressed for convenience of notation [9]. The shorthand notation of Eq. (10.27) is therefore a summary of the essential features of Eqs. (10.28) to (10.30). The $B^{(3)}$ form of differential geometry

$$B^{(3)} = D \wedge A^{(3)} = -igA^{(1)} \wedge A^{(2)},$$
is the expression of the fundamental Evans-Vigier field \[11\] in differential geometry. The \(B^{(3)}\) form is a component of a torsion tensor (a vector valued two-form or antisymmetric tensor), and is the spin Casimir invariant of the Einstein group. It will be demonstrated in this section that it is responsible for and therefore observed in all physical optical effects through the generally covariant and gauge invariant phase factor of electrodynamics

\[
\Phi = \exp \left( ig \oint_{\mathcal{S}} A^{(3)} \right) = \exp \left( ig \int_{\mathcal{S}} B^{(3)} \right). \tag{10.32}
\]

Equation (10.32) is the result of a generally covariant theory of electrodynamics and it is necessary to be precise about the meaning of the contour integral on the left-hand side and the area integral on the right-hand side of Eq. (10.32). In particular, \(A^{(3)}\) is an irrotational function, whose curl vanishes. It follows that Eq. (10.32) cannot be the result of the ordinary Stokes theorem

\[
\oint_{\mathcal{S}} A = \int_{\mathcal{S}} B = \int_{\mathcal{S}} d \wedge A, \tag{10.33}
\]

in which \(d \wedge\) is the ordinary exterior derivative \[11\] of differential geometry. In vector notation, Eq. (10.33) reads

\[
\oint A \cdot dr = \int B \cdot k dAr = \int \nabla \times A \cdot k dAr, \tag{10.34}
\]

and for an irrotational function \(A\) both sides of Eq. (10.34) vanish. Therefore, in Eq. (10.32), \(\oint A^{(3)}\) is not the result of an integration around a closed loop as defined in the ordinary Stokes theorem \[16\].

Another way of seeing this is that, if we attempt to integrate the ordinary plane wave

\[
A = \frac{A^{(0)}}{\sqrt{2}} (i - ij) e^{i\phi} \tag{10.35}
\]

around a closed loop (such as a circle) using the ordinary Stokes theorem, we obtain the result

\[
\oint A \cdot dr = \int \nabla \times A \cdot k dAr = 0. \tag{10.36}
\]

The right-hand side is true because \(k\) is perpendicular to \(i\) and \(j\), and the left-hand side is proven by parameterizing the circle as

\[
dx = -x_0 \sin \theta d\theta, \quad dy = y_0 \cos \theta d\theta \tag{10.37}
\]

and using

\[
\int_0^{2\pi} \sin \theta d\theta = \int_0^{2\pi} \cos \theta d\theta = 0. \tag{10.38}
\]

This means that the ordinary Stokes theorem of special relativity cannot be used to represent the phase factor of electrodynamics. The essential reason for
10.3 Generally Covariant Phase Factor From The Evans Unified Field Theory

This is that electrodynamics must be a theory of general relativity in which the exterior derivative is replaced by the covariant exterior derivative [1-9] under all conditions (free field and field-matter interaction). Only in this way can a unification of gravitation and electromagnetism be achieved [1-8] within general relativity.

This type of field unification is the result of the principle of general relativity, i.e., that all theories of physics must be theories of general relativity. (The MH theory is the archetypical theory of special relativity, and is not generally covariant. This leads to the fundamental problems summarized in Sec. 2.)

The method of interpreting Eq. (10.32) is found by considering integration around the transverse part of a helix. The transverse part of a helix is a position vector which coils around the Z axis as follows:

\[ \mathbf{r} = (X_i - iY_j) e^{i\phi} \]  

(10.39)

and defines a non-Euclidean (curling) base-line in the non-Euclidean base manifold of general relativity. The product

\[ \mathbf{r}^2 = \mathbf{r} \cdot \mathbf{r}^* = X^2 + Y^2 \]  

(10.40)

for the helix is the same as for a circle of radius r. Therefore integration around the transverse part of a helix is the same as integration around a circle of circumference \(2\pi r\) and area \(\pi r^2\) provided that the arc length of the helix is also \(2\pi r\). The arc length is the distance along the helix from A to B in Fig. 1. This diagram summarizes the process of taking a circle of diameter \(2r\) and drawing it out into a helix coiled along the Z axis. The distance from A to B around the circumference of the circle is the same as the distance from A to B along the transverse part of the helix (its arc length [16]). The difference between the helix and the circle is that there is a longitudinal component of the helix, the distance along the Z axis from A to B. The arc length of the helix is along its transverse component from A to B, therefore the distance along Z from A to B is defined by

\[ Z \leq 2\pi r. \]  

(10.41)

When this distance is equal \(2\pi r\), the helix becomes a straight line of length \(2\pi r\) along the Z axis.

The difference between the helix and the circle illustrates the difference between the generally covariant Stokes theorem and the ordinary Stokes theorem, and is also the essential difference between generally covariant electrodynamics and MH electrodynamics in which radiation is the plane wave (10.35), with no longitudinal component. In generally covariant electrodynamics there is a longitudinal component, the Z component of the helix. The latter can be parameterized [16] by

\[ x = x_0 \cos \theta, \quad y = y_0 \sin \theta, \quad z = z_0 \theta, \]  

(10.42)
and so contains both longitudinal and transverse components. The circle can be parameterized [16] by

\[ x = x_0 \cos \theta, \; y = y_0 \sin \theta \]  

and contains only components which are perpendicular, or transverse, to the \( Z \) axis. The latter is evidently undefined in the circle, but well defined in the helix.

It is well accepted that electromagnetic radiation propagates and so contains both rotational and translational components of emotion. These must be described by the helix, and not by the plane wave of the MH theory in special relativity. There must be longitudinal components of the free electromagnetic field, represented by \( A^{(3)} \) and \( B^{(3)} \).

The ordinary Stokes theorem cannot be applied to the helix, because the latter does not define a closed curve, i.e., the path from A to B of the helix is not closed. In the circle the path around the circumference from A to B brings us back to the starting point, and defines the area of the circle. In order to close the path in the helix the path from A to B along its transverse part must be followed by the path back from B to A along its \( Z \) axis, as in Fig. 2. The closed path on the right-hand side of this diagram defines the contour integral of the generally covariant Stokes theorem appearing on the left-hand side of Eq. (10.32). Furthermore, as we have seen, integration around the transverse part of the helix is equivalent to integration around a circle whose circumference is equal to the arc length of the helix. Therefore the plane wave contributes nothing to the generally covariant Stokes theorem because the integration of the plane wave around a circle is zero, as shown in Eq. (10.34) to (10.38).

It is concluded that the electromagnetic phase in generally covariant electrodynamics and physical optics is completely described by Eq. (10.32). The contour integral on the left-hand side of this equation is along the \( Z \) axis of the helix whose arc length is the same as the circumference \( 2\pi r \) of a circle of radius \( r \). The area integral on the right-hand side of Eq. (10.32) is an integral around the area \( \pi r^2 \) of this circle. The contour integral is an integral over the irrotational and longitudinal potential field \( A^{(3)} \), and the area integral is an
integral over the Evans-Vigier field $B^{(3)}$, the spin invariant of the Einstein
group. Therefore all of the physical optics and electrodynamics are described
by a phase factor which is completely defined by $A^{(3)}$ and $B^{(3)}$.

In the following sections, applications of this law are given for reflection,
interferometry, the Sagnac effect and the AB effect. The catastrophic failings
of the MH field theory of special relativity (summarized in Sec. 2) are corrected
in each case. The easiest way to see that the MH theory is not generally
covariant is to note that the plane wave defines a finite scalar curvature

$$R = (\partial^2 A^{(1)}/\partial Z^2)/|A^{(1)}| = \kappa^2.$$ (10.44)

However, in special relativity, the scalar curvature $R = 0$ by definition, because
the spacetime of a theory of special relativity is Euclidean (or "flat"). In the
generally covariant description of electrodynamics, the scalar curvature $\kappa^2$ of
the helix is consistent with the fact that we are reconsidering a baseline that
coops around the $Z$ axis in the base manifold.

### 10.4 Reflection And Michelson Interferometry

The generally covariant phase law (10.32) has the correct parity inversion sym-
metry for the description of reflection in physical optics, and thus of Michelson
interferometry. Considering the $Z$ axis as the propagation axis, the parity in-
version symmetry is

$$\int \kappa^{(3)} dZ \xrightarrow{\hat{p}} - \int \kappa^{(3)} dZ,$$ (10.45)

and so parity inversion is equivalent to traversing the path along the $Z$ axis
in the opposite direction

$$\int_0^Z \kappa^{(3)} dZ \xrightarrow{\hat{p}} \int_Z^0 \kappa^{(3)} dZ.$$ (10.46)

Traversing the path in the opposite direction therefore produces the following
change in phase factor:
producing the experimentally observed phase change upon normal reflection of electromagnetic radiation from a perfectly reflecting mirror:

\[ \exp \left( i \int_0^Z \kappa(3) \, dZ \right) \exp \left( i \int_Z^0 \kappa(3) \, dZ \right) = \exp \left( 2i\kappa(3)Z \right). \]  

In Michelson interferometry [14] the phase change (10.48) is observed as the cosinal interferogram for a monochromatic beam of radiation:

\[ \Delta \gamma = \cos(2\kappa(2)Z). \]  

In MH electrodynamics (special relativity) normal reflection produces no phase change, because normal reflection, by definition, is equivalent to the parity inversion (10.4). The latter produces no change in phase in MH electrodynamics, and no Michelson interferogram, contrary to experimental observation. In generally covariant electrodynamics, the phase factor is chiral (or handed) in nature, because it is defined by the following cyclic equation:

\[ \oint A(3) \cdot dr = -ig \int A(1) \times A(2) \cdot k \, dAr, \]  

an expression of the generally covariant Stokes theorem.

### 10.5 The Sagnac Effect

The generally covariant phase law (10.32) can be exemplified by integration around a circle of radius \( r \). The area on the right-hand side of Eq. (10.32) in this case is \( \pi r^2 \), so we obtain

\[ \int B^{(3)} \cdot k \, dAr = \pi r^2 B_Z^{(3)} = \pi r^2 B^{(0)}. \]  

The phase factor observed in the Sagnac effect therefore originates in the phase law (10.32) as follows:

\[ \Phi = \exp(i g B^{(0)} \pi r^2) = \exp(i \kappa^2 Ar) = \exp(i \omega^2 / c^2 Ar), \]  

where we have used

\[ B^{(0)} = \kappa A^{(0)}, \quad g = \kappa / A^{(0)}, \quad Ar = \pi r^2. \]  

The Sagnac effect with platform at rest is an interferogram formed from interference of clockwise and counter-clockwise waves, one with phase \( e^{i\kappa^2 Ar} \) and
one with phase factor $e^{-i\kappa^2 Ar}$ giving the difference in phase factor $e^{2i\kappa^2 Ar}$ and interferogram:

$$\Delta \gamma = \cos(2\kappa^2 Ar) = \cos(2\omega^2/c^2 Ar),$$

(10.54)

as observed experimentally (10.13) with great precision in the ring laser gyro and similar devices. In the MH theory there is no explanation for the Sagnac effect, as we have argued, because the MH phase is parity invariant with no sense of chirality. In MH theory there is no counterpart of the beam area, as on the right-hand side of the generally covariant phase law (10.32).

When the platform of the Sagnac effect is rotated at angular frequency $\Omega$,

$$\omega \rightarrow \omega \pm \Omega,$$

(10.55)

giving rise to an extra interferogram from the phase law (10.32):

$$\Delta \Delta \gamma = \cos \left(4\omega \Omega/c^2 Ar\right)$$

(10.56)

from the difference

$$(\omega + \Omega)^2 - (\omega - \Omega)^2 = 4\omega \Omega.$$ 

(10.57)

This is precisely as observed experimentally to great precision in the ring laser gyro [13].

The left-hand side of the phase law (10.32) for the Sagnac effect in a circle of radius $r$ is

$$\int_0^Z A^{(3)} Z dZ = A^{(0)} Z = \pi r^2 B^{(0)} Z,$$

(10.58)

where we have used

$$\int_0^Z dZ = Z, \quad A^{(3)} Z = A^{(0)}.$$ 

(10.59)

From Eq. (10.53) and (10.58)

$$2\pi r \geq Z = \kappa \pi r^2, \quad \kappa r \geq 2.$$ 

(10.60)

This equation defines the distance from B to A in Fig. 2 in terms of the area $\pi r^2$ of a circle whose circumference $2\pi r$ is the same as the arc length of the helix. The latter must always be greater than or equal to the distance from A to B along Z, so:

$$\kappa r \geq 2.$$ 

(10.61)

Using

$$\kappa = \omega/c,$$

(10.62)

$$\omega = 2\pi f,$$

(10.63)

$$f\lambda = c,$$

(10.64)

we find that
\[ \kappa = \frac{2\pi}{\lambda} \]  \hspace{1cm} (10.65)

and in Eq. (10.60)
\[ Z = \frac{2\pi}{\lambda} Ar. \]  \hspace{1cm} (10.66)

This equation is a result of the phase law (10.32) and defines the propagation length of electromagnetic radiation in terms of its wavelength and area.

Equation (10.66) is the result of generally covariant electrodynamics and shows that a beam of light has a finite area. This result is obviously consistent with experimental data, but in special relativity (MH theory) the plane wave has infinite lateral extent, and the area of a beam of light is ill defined by the plane wave. In general relativity as we have seen the area is well defined by the phase law (10.32).

We can cross check this result for the Sagnac effect by integrating the wave number vector \( \kappa \) around the helix parameterized by:
\[ X = X_0 \cos \theta, \quad Y = Y_0 \sin \theta, \quad Z = Z_0 \theta, \]  \hspace{1cm} (10.67)

\[ \frac{dX}{d\theta} = -X_0 \sin \theta, \quad \frac{dY}{d\theta} = Y_0 \cos \theta, \quad \frac{dZ}{d\theta} = Z_0. \]  \hspace{1cm} (10.68)

The wave number vector is
\[ \kappa = \kappa_X i + \kappa_Y j + \kappa_Z k, \]  \hspace{1cm} (10.69)

and the contour integral on the left-hand side of the phase law (10.32) is
\[ \oint \kappa \cdot d\mathbf{r} = -\kappa_X X_0 \int_0^{2\pi} \sin \theta d\theta + \kappa_Y Y_0 \int_0^{2\pi} \cos \theta d\theta + \kappa_Z Z_0 \int_0^{2\pi} \theta d\theta. \]  \hspace{1cm} (10.70)

The transverse part of the helix gives no contribution to this contour integral because:
\[ \int_0^{2\pi} \sin \theta d\theta = \int_0^{2\pi} \cos \theta d\theta = 0. \]  \hspace{1cm} (10.71)

The longitudinal component along the Z axis from B to A in Fig. 2 gives the only non-zero contribution to the contour integral, a contribution originating in
\[ \int_0^{2\pi} \theta d\theta = 2\pi^2. \]  \hspace{1cm} (10.72)

So,
\[ \oint \kappa \cdot d\mathbf{r} = 2\pi^2 \kappa_Z Z_0. \]  \hspace{1cm} (10.73)

This result is Eq. (10.58) after identifying
\[ Z = 2\pi^2 Z_0, \quad \kappa Z = gA(0) Z. \]  \hspace{1cm} (10.74)
The whole of Eq. (10.73) comes from the contribution along the \( Z \) axis in Fig. 2 through the axis of the helix. This contribution is not present in special relativity and the conventional Stokes theorem. Our generally covariant unified field theory [1-8] gives the observed phase factor of the Sagnac effect with platform at rest from

\[
\Phi = \exp(i\kappa Z) = \exp(i\omega^2/c^2 Ar) \tag{10.75}
\]

and also with platform in motion, as argued already.

The topological fundament of this result is that a circle can be shrunk continuously to a point and is simply connected, but a helix shrinks continuously to a line, and in this sense is not simply connected. This is the essential difference between special and general relativity in optics and electrodynamics.

### 10.6 The Aharonov-Bohm Effect

The AB effect in generally covariant electrodynamics is also described straightforwardly by the phase law (10.32):

\[
\exp \left( ig \int B^{(3)} \cdot kdAr \right) = \exp(ig \oint A^{(3)} \cdot dr) \\
= \exp \left( g^2 \int A^{(1)} \times A^{(2)} \cdot kdAr \right) \tag{10.76}
\]

The interpretation of Eq. (10.76) for the AB effect is as follows:

(a) The magnetic field \( B^{(3)} \) is the static magnetic field (iron whisker or solenoid) placed between the two openings of a Young interferometer which measures the interferogram formed by two electron beams.

(b) Any magnetic field (including a static magnetic field) in generally covariant electrodynamics is the two-form [1-9]

\[
B = d \wedge A + gA \wedge A, \tag{10.77}
\]

and is also the torsion form or wedge product of tetrads:

\[
B^c = -igA^a \wedge A^b. \tag{10.78}
\]

Equation (10.78) follows from the fact that a magnetic field must be a component of a torsion two-form (or antisymmetric second rank tensor) that is the signature of spin in general relativity. The concept of spin is missing completely from Einstein’s generally covariant theory of gravitation [9]. In the Evans unified field theory, spin (or torsion) gives rise to the generally covariant electromagnetic field. Curvature of spacetime gives rise to the gravitational
field, and the latter is the symmetric product of tetrads [1-8]. In the complex circular basis [11],
\[ c = (3), \quad a = (1), \quad b = (2). \]  
(10.79)

(c) The factor \( g \) in Eq. (10.76) for the AB effect is
\[ g = e/\hbar \]  
(10.80)
and is the ratio of the modulus of the charge on the electron (situated in the electron beams) to the reduced Planck constant.

(d) The potentials \( A^{(1)} = A^{(2)*} \) are defined by the cyclic relation (10.76) and extend outside the area of the solenoid because they are components of a tetrad multiplied by the scalar \( A^{(0)} \). The tetrad is the metric tensor in differential geometry, so \( A^{(1)} = A^{(2)*} \) are properties of non-Euclidean (i.e., spinning) spacetime. This spacetime, evidently, is not restricted to the solenoid.

(e) The area \( Ar \) is the area enclosed [12] by the electron beams of the Young interferometer.

The AB effect is therefore
\[ \Delta \Phi = \exp \left( \frac{ie}{\hbar} \int B^{(3)} \cdot k dAr \right) = \exp \left( \frac{ie}{\hbar} \phi \right) \]  
(10.81)
where \( \phi \) is the magnetic flux produced by the solenoid of magnetic flux density \( B^{(3)} \). The magnetic flux (weber = volts \(^{-1}\)) is \( B^{(3)} \) (tesla) multiplied by the area \( Ar \) enclosed by the electron beams.

The effect (10.81) is observed experimentally [12] as a shift in the interferogram of the Young interferometer, a shift caused by the iron whisker. It is seen that the AB effect is closely similar to the Sagnac effect and to Michelson interferometry and reflection in physical optics. All effects are described straightforwardly by the same phase law (10.76), which is therefore verified with great precision in these experiments. Recall that the MH, or U(1), phase factor (10.1) fails qualitatively in all four experiments (Sec. 2).

When we use the correctly covariant phase law of general relativity, Eq. (10.76), the AB effect becomes a direct interaction of the following potentials with the electron beam:
\[ A^{(1)} = A^{(2)*} = \left( A^{(0)}/\sqrt{2} \right) (i - i\hat{j})e^{i\omega t}. \]  
(10.82)
These potentials define the static magnetic field of the iron whisker or solenoid as follows:
\[ B^{(3)} = -i\omega A^{(1)} \times A^{(2)}, \]  
(10.83)
where \( \omega \) is an angular frequency defining the rate at which the potentials spin around the \( Z \) axis of the solenoid. The potential
\[ A^{(1)} = A^{(2)*} \]  
(10.84)
is defined completely by the scalar magnitude $A^{(0)}$, the frequency $\omega$, and the complex unit vectors
\[ e^{(1)} = e^{(2)*}. \] (10.85)

The magnitude of the static magnetic field is
\[ B^{(0)} = gA^{(0)2} \] (10.86)
and
\[ B^{(3)} = B^{(0)}e^{(3)}, \] (10.87)
where
\[ e^{(1)} \times e^{(2)} = ie^{(3)*} = ik, \quad \text{et cyclicum.} \] (10.88)

Therefore the essence of the AB effect in general relativity is that it is an effect of spinning spacetime itself, the spinning potential $A^{(1)} = A^{(2)*}$ extends outside the solenoid (to whose $Z$ axis $B^{(3)}$ is confined) and $A^{(1)} = A^{(2)*}$ interacts directly with the electron beam, giving the observed phase shift (10.81). The spin of the spacetime is produced by the iron whisker, or static magnetic field. Conversely, a static magnetic field is spacetime spin as measured by the torsion form of the Evans theory [1-8] of generally covariant electrodynamics. This theory completes the earlier theory of gravitation [9].

This explanation has the advantage of simplicity (Ockham Razor), and there is no need for the obscure, and mathematically incorrect, assumptions used in the received view of the AB effect (Sec. 2). The explanation shows that the AB effect originates in general relativity with spin (the Evans unified field theory [1-8]). In analogy the AB effect is a whirlpool effect, the whirlpool is created by a stirring rod (the iron whisker) and the effect at the edges of the whirlpool is evidently measurable even though the stirring rod is not present there. The water of the whirlpool is the analogy to spinning spacetime. In the same type of analogy the Sagnac effect is a rotational effect caused by a physical rotation of the platform with respect to a fixed reference frame, whereas in the AB effect the magnetic field is a rotation or spin of spacetime (the reference frame itself). The Evans unified field theory gives a quantitative explanation of these whirlpool effects with a precision of up to 1 part on $10^{23}$ (contemporary ring laser gyro [11,13]).

10.7 Gauge Invariance Of The Phase Law (10.32)

Finally in this paper a brief discussion is given of the gauge invariance of the generally covariant phase law (10.32). The Evans theory [1-8] is a theory of general relativity, in which the base manifold is non-Euclidean in nature, therefore covariant derivatives are always used from the outset instead of ordinary derivatives [9]. In both gravitation and electrodynamics the use of a covariant derivative implies that the Evans theory is intrinsically gauge invariant. The reason is that local gauge invariance in relativity theory is defined as
the replacement of the ordinary derivative by a covariant derivative [12,13]. In the MH (or U(1)) electrodynamics, the covariant derivative is the result of a local gauge transformation of the generic gauge field \( \psi \), a transformation under which the Lagrangian is invariant [12]. This local (or type two) gauge transformation is defined only in special relativity (flat spacetime) in MH theory and introduces the covariant derivative by changing the ordinary derivative to the U(1) covariant derivative:

\[
\partial_{\mu} \rightarrow \partial_{\mu} - igA_{\mu}.
\]  

(10.89)

The introduction of the U(1) potential \( A_{\mu} \) in this way is equivalent to the well-known minimal prescription in the received view [12], and so is equivalent to the interaction of field with matter (i.e., of \( A_{\mu} \) with \( e \)). The shortcomings of this point of view, i.e., of the MH theory, are reviewed briefly in Sec. 2, and elsewhere [1-8,11]. One of several problems with the received view is that \( A_{\mu} \) itself is not gauge invariant (i.e., assumed not to be a physical quantity), yet is used in the minimal prescription to represent the physical electromagnetic field. The same type of problem appears in the U(1) phase through the introduction of the random factor \( \alpha \) (Sec. 2). In consequence there has been a long, confusing, and misleading debate within U(1) electrodynamics as to whether or not \( A_{\mu} \) is physical [13]. This type of debate has also bedeviled the understanding of the AB effect.

In the Evans unified field theory the debate is resolved using general relativity by recognising that \( A_{\mu}^{a} \) is a tetrad and therefore an element of a metric tensor in a spinning spacetime. The gauge invariance of the Evans theory is evident through the fact that it always uses covariant derivatives. In the language of differential geometry, this is the covariant exterior derivative \( D \wedge \) [9], without which the geometry of spacetime is incorrectly defined. A magnetic field for example is always (as we have seen) the covariant derivative of a potential form, which is a vector valued one form. The correctly and generally covariant magnetic field is therefore a vector valued two-form. The latter is the torsion form of spacetime within a \( C \) negative scalar. This concept is missing both from the Einstein theory of gravitation and the MH theory of electrodynamics. It is the concept needed for a unified field theory of gravitation and electromagnetism in terms of general relativity and differential geometry.

In this paper we have developed the unified field theory into a novel phase law (10.32) that is gauge invariant and generally covariant. The phase law gives the first correct description of physical optics, interferometry, and related effects such as the Sagnac and AB effects. If we use many loops of the Sagnac effect (10.11), we obtain the Tomita-Chao effect; and applying the phase law (10.32) to matter waves, we obtain the Berry phase effects. This will be the subject of future communications.
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The Sagnac Effect As A Change In Tetrad

As argued in the text, the Sagnac effect is a change in frequency caused by rotating the platform of the interferometer:

\[ \omega \rightarrow \omega \pm \Omega. \]  \hfill (A1)

It is a shift in wave number:

\[ \kappa \rightarrow \kappa \pm \Omega/c \]  \hfill (A2)

and thus in the following component of the potential:

\[ A^{(3)}_Z \rightarrow A^{(3)}_Z \pm (\Omega/\omega)A^{(3)}_Z. \]  \hfill (A3)

In the unified field theory,

\[ A^a_{\mu} = A^{(0)}q^a_{\mu}, \]  \hfill (A4)

and in the Sagnac effect is a shift in a tetrad component:

\[ q^{(3)}_Z \rightarrow (1 \pm \Omega/\omega)q^{(3)}_Z \]  \hfill (A5)

brought about by rotating the platform. The Sagnac effect is therefore one of general relativity applied to physical optics, and so cannot be explained by MH field theory, which is a theory of special relativity and so metric invariant [13]. Recall that the tetrad is the equivalent of the metric matrix in differential geometry. The components of the tetrad in the Evans unified field theory are clearly not those of special relativity.
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Derivation Of The Geometrical Phase From The Evans Phase Law Of Generally Covariant Unified Field Theory

Summary. The phase law of generally covariant electrodynamics is used to explain straightforwardly the origin of the geometrical and Berry phase effects, exemplified by the Tomita-Chiao effect. Both effects are described by a phase factor that is constructed from the generally covariant Stokes formula of differential geometry, a phase factor in which the contour integral over the potential field $A^{(3)}$ is equated to the area integral over the gauge invariant field $B^{(3)}$, the Evans-Vigier field. The latter is the fundamental spin Casimir invariant of the Einstein group of general relativity applied to electrodynamics. General relativity as extended in the Evans unified field theory is needed for a correct understanding of all phase effects in physics, an understanding that is forged through the Evans phase law, the origin both of the Berry phase and the geometrical phase of electrodynamics observed in the Sagnac and Tomita-Chiao effects.

Key words: geometrical phase, Tomita-Chiao effect, Berry phase, Evans-Vigier field, generally covariant electrodynamics, $B^{(3)}$ field.

11.1 Introduction

Phase factors such as the Berry phase or that observed in the Tomita-Chiao effect are due in general [1,2] to parallel transport in the presence of a gauge field. This inference suggests that such phase factors should properly be described by covariant derivatives in general relativity. Recently a unified field theory has been developed in which electrodynamics is generally covariant [3-9], i.e., becomes understandable with general relativity as required by the Einsteinian principle that all theories of natural philosophy be theories of general relativity. One of the outcomes of this theory is the generally covariant Evans phase law of the unified field, a phase factor which is constructed [10,11] from the generally covariant Stokes formula of differential geometry [12,13]. The field theory is made generally covariant by replacing the exterior derivative of differential geometry, denoted $d\wedge$, by the covariant exterior derivative, denoted by $D\wedge$. Therefore the magnetic field, for example, is defined by the
first Maurer Cartan structure relation \[12\]

\[ B = D \wedge A = d \wedge A + gA \wedge A, \quad (11.1) \]

where \( A \) is the potential field and \( g \) is a proportionality factor with the units of inverse magnetic flux \((e/h)\). In the older Maxwell Heaviside (MH) field theory the magnetic field is defined by

\[ B = d \wedge A, \quad (11.2) \]

and it is therefore not a generally covariant field theory. For electrodynamics the Evans phase law is

\[ \Phi = \exp \left( ig \oint A^{(3)} \cdot dr \right) = \exp \left( ig \oint B^{(3)} \cdot k dAr \right) := \exp(i\Phi_E), \quad (11.3) \]

where \( A^{(3)} \) and \( B^{(3)} \) are directed in the propagation axis of the electromagnetic beam and where \( Ar \) is the area enclosed by the beam. The \( Z \) axis in Eq. (11.3) is the propagation axis of the beam. For matter fields the phase law (11.3) becomes

\[ \Phi = \exp \left( i \oint \kappa \cdot dr \right) = \exp \left( i \int \kappa^2 dAr \right) := \exp(i\Phi_E), \quad (11.4) \]

where \( \kappa \) is the wave number \([10]\). The phase law (11.3) and (11.4) is the first correct phase law of field theory, and gives the first correct explanation \([10]\) of well known phenomena of physical optics such as reflection, interferometry, the Sagnac and Aharonov Bohm (AB) effects. The MH field theory is unable to describe these effects because it is an incomplete theory \([2-10]\) of special relativity.

In Sec. 2 of the Tomita-Chiao effect \([1,2]\) is derived from the Evans phase law (11.4), and in Sec. 3 the Berry phase of matter fields \([1,2]\) is derived from the equivalent phase law (11.4). It is concluded that the origin of the Berry phase is general relativity as developed in the Evans unified field theory \([3-10]\).

### 11.2 Derivation Of The Tomita-Chiao Effect From The Evans Phase Law

The phase law (11.4) results in a rotation of plane polarized radiation (50% right- and 50% left-circularly polarized) upon propagation in a helical path:

\[ I_e = (i - ij)(e^{i\phi} + e^{-i\phi}) = 2i \cos \phi. \quad (11.5) \]

To see this, consider initially plane-polarized light, defined as a sum of 50% right- and 50% left-circularly polarized radiation:
\[ I_L = \text{Re}(i - ij)e^{i\phi} = \cos \phi i + \sin \phi j, \]
\[ I_R = \text{Re}(i - ij)e^{-i\phi} = \cos \phi i - \sin \phi j. \]

(11.6)

After light has propagated along the arc length \( s \) of a helix, the phase factor in Eq. (11.5) becomes
\[ I'_c = (i - ij)e^{i(\phi + \Phi_E)} + (i - ij)e^{-i(\phi - \Phi_E)} = \exp(i\Phi_E)I_c \]

(11.7)
as a result of the Evans phase law. The angle \( \Phi_E \) is the Evans phase. Equation (11.7) is generally covariant, and an example of the principle of least curvature [9]. The Tomita-Chiao effect [1,2] is therefore the observation of the Berry phase [14] by rotation of the plane of linearly polarized light due to the scalar curvature \( R \) of the helical optical fibre through which the light propagates. After propagation over a distance \( s \) along the helix, the polarization changes to
\[ I'_c = 2\cos \phi (\cos \Phi_E i - \sin \Phi_E j), \]

(11.8)
where we have used the angle formulas
\[ \cos(A \pm B) = \cos A \cos B \mp \sin A \sin B, \]
\[ \sin(A \pm B) = \sin A \cos B \pm \cos A \sin B. \]

(11.9)

Initially the plane polarized light was polarized as
\[ I_c = 2\cos \phi i; \]

(11.10)
so, after a propagation distance \( Z \), the plane of polarization has changed from (11.5) to (11.8) due to the Evans phase law (11.4). In MH electrodynamics there is no such effect because the spacetime of the theory is flat, so \( R = 0 \). In MH theory the phase is purely dynamical, and given by
\[ I_{MH} = \exp(i(\omega t - \kappa \cdot r)), \]

(11.11)
so there is no mechanism available in special relativity with which to change the plane of polarization of light propagating through a helical optical fibre. Therefore, the Tomita-Chiao effect proves experimentally that the spacetime of electrodynamics is non-Euclidean, with non-zero scalar curvature \( R \). The angle through which the plane of the light is rotated is given from Eq. (11.8) as
\[ \tan \theta = \frac{\sin \theta_s}{\cos \theta_s}, \]

(11.12)
from which it is inferred that
\[ \theta = \Phi_E. \]

(11.13)
Therefore the angle through which the plane of light is rotated in the Tomita-Chiao effect, or in any Berry phase, originates in the Evans phase (11.4) of unified field theory and is given in general by
\[ \theta = \kappa \oint ds = R \int dA. \]  

(11.14)

In this equation, \( R \) is the scalar curvature of a given spacetime, or base manifold, and \( \kappa \) is a wavenumber (inverse wavelength) associated with the wave nature of the spacetime or base manifold. Thus matter waves and electromagnetic wave are manifestations of spacetime itself as required in general relativity. In Eq. (11.14), \( ds \) is an infinitesimal line element of the non-Euclidean spacetime. Significantly, Einstein’s original theory of general relativity originated from the fact that the square \( ds^2 \) of the line element is an invariant of general coordinate transformation [12]. The helix defines a rotating and translating baseline in a non-Euclidean manifold. Similarly, the rotating and translating transverse electromagnetic potential vector, defined by

\[ \mathbf{A}^{(1)} = \mathbf{A}^{(2)*} = \frac{A^{(0)}}{\sqrt{2}} (i - ij)e^{i\phi}, \]  

(11.15)

describes the helical baseline of non-Euclidean geometry in the Evans unified field theory [3-10]. The vector \( \mathbf{A}^{(1)} \) is the spacetime geometry itself multiplied by \( A^{(0)} \). The helix in the Tomita-Chiao effect is a physical object that guides \( A^{(0)} \) along a helical path, creating a base manifold, or spacetime, with a helical baseline. So the Evans phase law (11.14) applies equally well to both situations. Similarly, the Evans phase law describes straightforwardly [10] the Sagnac and AB effects. The latter is a type of Berry phase [1,2,15].

In the original Tomita-Chiao effect [1,2] it was observed experimentally that the plane of polarization of light is changed after propagation through a helical optical fiber. If the helix is parameterized [10,16] by

\[ x = x_0 \cos \theta, \quad y = y_0 \sin \theta, \quad z = z_0 \theta, \]  

(11.16)

then

\[ \frac{dx}{d\theta} = -x_0 \sin \theta, \quad \frac{dy}{d\theta} = y_0 \cos \theta, \quad \frac{dz}{d\theta} = z_0. \]  

(11.17)

The wavenumber vector in general is

\[ \mathbf{\kappa} = \kappa_x \mathbf{i} + \kappa_y \mathbf{j} + \kappa_z \mathbf{k}, \]  

(11.18)

and so the contour integral appearing on the right-hand side of Eq. (11.14) is

\[ \oint \mathbf{k} \cdot d\mathbf{r} = -\kappa_x x_0 \oint \sin \theta d\theta + \kappa_y y_0 \oint \cos \theta d\theta + \kappa_z z_0 \oint d\theta. \]  

(11.19)

Integration from 0 to 2\( \pi \) of Eq. (11.19) produces the result

\[ \kappa \oint ds = \oint \phi \kappa \cdot d\mathbf{r} = z_0 \int_0^{2\pi} \kappa_z \theta d\theta = 2\pi^2 \kappa_z z_0 \]  

(11.20)

because
Therefore the angle of rotation of plane polarized light in the Tomita-Chiao effect is given by

\[ \theta = 2\pi^2 \kappa_z z_0 = \kappa_z^2 A r, \]  

(11.22)

where \( A r \) is the area of a circle whose circumference \( 2\pi r \) is equal to the arc length of the helical fibre. (A helix can always be constructed from a circle by cutting the circle, pulling it out into a line, and winding the line on a cylinder. The arc length of the helix so constructed must be the same as the circumference of the original circle. If the circle is pulled out into a straight line, the length of the line is the circumference of the original circle.) By integrating from 0 to \( 2\pi \) in Eq. (11.19), we have considered a special case for simplicity of argument.

Equation (11.22) is therefore the result of the general formula (11.14) applied to a helix of arc length \( s = 2\pi r \). On writing \( \kappa_z = z_1^{-1} \), the Tomita-Chiao phase can finally be expressed as

\[ \theta = 2\pi^2 z_0 / z_1. \]  

(11.23)

The Tomita-Chiao phase is conventionally described [1,2] by

\[ \exp(-i\theta) = \exp(-i2\pi(1 - \cos \lambda)) \]
\[ = \exp(-2\pi i) \exp(2\pi i \cos \lambda) \]
\[ = \exp(2\pi i \cos \lambda), \]  

(11.24)

and this is the same as Eq. (11.23) upon identifying

\[ \cos \lambda = \pi z_0 / z_1. \]  

(11.25)

Therefore we have derived the experimentally observed Tomita-Chiao phase from the Evans phase law of generally covariant unified field theory [10]. In so doing the Tomita-Chiao phase is recognized as a phenomenon of general relativity in which spacetime itself has a given non-Euclidean geometry, in this case helical in nature.

11.3 Derivation Of The Berry Phase From The Evans Phase

The Tomita-Chiao effect [1,2] is considered to be the first experimental observation of the Berry phase [14], and is sometimes known as the optical Berry phase or Hannay angle [17]. Such a phase shift occurs whenever a physical phenomenon is defined by a closed path in state space or parameter space [15].
The closed path in the Evans phase law is defined by the generally covariant Stokes law [3-10] of differential geometry, in which the exterior derivative $d\wedge$ is replaced wherever it occurs with the covariant exterior derivative $D\wedge$. Thus, a magnetic field of any type is always defined in generally covariant electrodynamics in a non-Euclidean spacetime by

$$B = D \wedge A$$

and not by

$$B = d \wedge A,$$

as in MH field theory in flat (i.e., Euclidean) spacetime. This realization gives rise [18] to the Evans-Vigier field $B^{(3)}$ and to $O(3)$ electrodynamics [19], an example of generally covariant electrodynamics [3-10] in which the orthonormal space of differential geometry (indexed $a$ [12]) is described by the complex circular basis $(1),(2), (3)$) with $O(3)$ symmetry. The complex circular basis is a natural description of circular polarization [18].

The closed path for the helix is defined as follows, from A to B along the helix and back from B to A along the axis of the helix; see Fig. (11.1). In terms of topology [13] the Evans phase (and therefrom the Berry phase) originates in the fact that a helix cannot be shrunk to a point, and so is not simply connected. A circle can be shrunk to a point, a helix shrinks to a line, the axis of the helix along Z. This procedure is analogous to drawing a helix out into a straight line along Z. Therefore a covariant Stokes theorem must be used to describe the closed path in Fig. (11.1), because the path back from B to A along the axis Z of the helix cuts through the center of the path from A to B along the helix. The generally covariant and non-Abelian Stokes theorem needed to describe this path is [10]

$$\oint \kappa^{(3)} \cdot dr = -i \int \kappa^{(1)} \times \kappa^{(2)} \cdot k dA,$$

and this is the phase of the Evans phase law (11.14). It has been shown elsewhere [3-10] that Eq. (11.28) quantitatively describes many phenomena which the MH phase (11.11) cannot describe qualitatively. In dynamics, the Foucault pendulum is another example of the Berry phase [15], now known to originate
in the Evans phase of generally covariant unified field theory [3-10], and in
electrodynamics the Pancharatnam phase [20] has similar characteristics and
origin.

As discussed in reference [15] any vector parallel transported in a closed
path produces the Berry phase. This procedure in the Evans unified field
theory is an outcome of general relativity as argued already. As described in
Ref. [15], the rotation angle of the Berry phase is related to the integral of the
curvature of the surface bounded by the loops. This is precisely what is shown
by the Evans phase in the forms (11.4), (11.14), or (11.28). The curvature of
the helix is

\[ R = \kappa^2, \]  

(11.29)

and this realization gives rise [10,18] to the Sagnac effect in light traversing
a circular path, a circle whose circumference is the same as the arc length of
the helix drawn out from the circle as argued already.

So the Tomita-Chiao and Sagnac effects are essentially the same [18],
and both are geometrical/topological phases originating in the Evans phase
of general relativity, as does the Berry phase and Pancharatnam phase and
all effects in physics in which these phases are observed [15]. All these effects
therefore serve as further experimental verification of the Evans generally co-
variant unified field theory [3-10]. The Evans phase law is more fundamental
than the Berry phase law because the former self-consistently describes both
the dynamical phase of physical optics (observed for example in ordinarily
reflection and interferometry) is an example of the Evans phase where the
wave number \( \kappa \) in Eq. (11.14) is a property of the radiation itself (the elec-
tromagnetic field). The Berry phase is an example of the Evans phase where
the wavenumber is an inverse distance or inverse periodic length or wave-
length defined by the wavelength (or scalar curvature \( R \)) of spacetime itself
as required by general relativity. In the Tomita-Chiao effect the set-up is an
optical fiber wound into a helix. Similarly, the area in Eq. (11.14) is either a
property of the radiation (dynamical phase from Evans phase) or of the set up
(geometrical/topological phase from Evans phase). The Pancharatnam phase
[20] can similarly be derived from the Evans phase by considering a closed
loop in spacetime in given optical configurations. The Foucault pendulum is
similarly an outcome of the Evans phase law applied to dynamics, as is the
Sagnac and AB effects, and indeed, all effects in optics. The dynamical phase
in optics always measures the \( B^{(3)} \), or Evans-Vigier, field [18,19].

The Evans phase law is intrinsically gauge invariant [10] because it
always uses covariant derivatives. Self-consistently, the Berry phase is also
gauge invariant for the same reason: It is a geometrical phase [15]. States
in quantum mechanics are wavefunctions, and also acquire a Berry phase
in general [15]. This well-known result is now understandable through the
Evans phase and principle of least curvature [9], which unifies the Hamilton
principle of least action and the Fermat principle of least time, giving rise to
wave mechanics [9] and to the Schrödinger equation in the quantum weak field
limit of the Evans unified field theory. The Berry phase in quantum mechanics becomes part of the Evans phase, a part that is observable experimentally in given configurations [1,2].

These inferences illustrate the fact that the generally covariant unified field theory [3-10] is a powerful and general theory of radiated and matter fields, and of geometrical and phases and related effects.
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Derivation Of The Lorentz Boost From The Evans Wave Equation

Summary. The Lorentz boost is derived from the Evans wave equation of generally covariant unified field theory by constructing the Dirac spinor from the tetrad in the SU(2) representation space of non-Euclidean spacetime. The Dirac equation in its wave formulation is then deduced as a well-defined limit of the Evans wave equation. By factorizing the d’Alembertian operator into Dirac matrices the Dirac equation in its original first differential form is obtained from the Evans wave equation. Finally the Lorentz boost is deduced from the Dirac equation using geometrical arguments. A self consistency check of the Evans wave equation is therefore forged by deducing therefrom the Lorentz boost in the appropriate limit. This procedure demonstrates that the Evans wave equation governs the properties of matter and anti-matter in general relativity and unified field theory, and leads both to Fermi-Dirac and Bose-Einstein statistics in general relativity.

Key words: Lorentz boost, Evans wave equation, generally covariant unified field theory.

12.1 Introduction

General relativity reduces to special relativity when one frame of reference moves at a constant velocity with respect to the other. This well defined limit is known as the Lorentz boost [1,2]. It follows that the recently derived Evans wave equation of generally covariant unified field theory [3-15] must self-consistently and non-trivially reduce to the Lorentz boost, while also suggesting experimentally measurable developments such as the Evans spin field, \( B^{(3)} \), observed in the magnetization of matter by circularly or elliptically polarized electromagnetic radiation - the inverse Faraday effect [16]. The Lorentz boost must be derivable analytically from the structure of Evans’ generally covariant unified field theory, and therefore the derivation serves as one of many checks available 3-15on the self consistency of the Evans theory. The Lorentz boost or transformation was originally devised by Lorentz following a suggestion by Fitzgerald in response to the crisis in physics posed by the
Michelson-Morley experiment. It was developed by Lorentz and Poincaré and others in electrodynamics, and then by Einstein in 1905 in his famous theory of special relativity. Ten years later, in 1915, general relativity was proposed by Einstein in the form accepted today, and independently and slightly earlier by Hilbert. The theory of 1915 was as much of a revolutionary advance over its predecessor of 1905 as the latter was over earlier physics. The 1905 special relativity merged space and time, and the 1915 general relativity geometrized natural philosophy using the mathematical methods of Riemann devised in the nineteenth century. Relativity all depends on the Lorentz boost and the slightly earlier Lorentz-Fitzgerald contraction of about 1896.

Einstein was never satisfied that his theory was complete, because the 1915 theory of general relativity is confined to gravitation and spacetime with curvature but no torsion [2] - Riemannian spacetime described with the Christoffel connection. The first generally covariant unified field theory was devised by Evans in 2003 [5-15] using differential geometry to describe spacetime with both curvature and torsion [2]. The Evans theory has been tested experimentally and for analytical self consistency in many ways [5-15] and predicts from spacetime torsion the existence of the fundamental and experimentally well observed Evans spin field of electrodynamics, the \( B^{(3)} \) field. Tiny (nanotesla) \( B^{(3)} \) fields were first observed by Pershan et al. [17], shortly after the laser first became available, as magnetization of matter with circularly polarized electromagnetic radiation at visible frequencies. The existence of \( B^{(3)} \) was first inferred in 1992 by Evans [18] from these and other experimental data such as the magnetization of plasma observed by Deschamps et al. [19] with circularly polarized 3.0 GHz radiation. It is now possible to observe a \( B^{(3)} \) field of tens of tesla (i.e. megagauss) magnitude in under dense plasma [20]. It is also known now that in a correctly covariant electrodynamical theory (part of unified field theory) the \( B^{(3)} \) field is responsible for all physical optics, and so is a commonplace observable of everyday experience [3-15]. The revolutionary inference of \( B^{(3)} \) in electrodynamics gradually led to the broader and deeper inference [3-15] of the generally covariant unified field theory sought after by Einstein.

The fundamental concept in the Evans theory is the tetrad [2-15], which has a well defined meaning in differential geometry [2], a theory which shows that the two differential forms that define the gauge invariant fields of nature are the Riemann (curvature) and torsion forms. These are defined respectively by the second and first Maurer Cartan structure relations and in the Evans theory both are synthesized self-consistently and in an entirely original manner [3-15] from the tetrad form of differential geometry. The tetrad (a vector valued one form) is the potential field, the Riemann form (a tensor valued two form) is the gauge invariant gravitational field, and the torsion form (a vector valued two form) is the gauge invariant electromagnetic field, whose fundamental spin invariant is the well observed Evans spin field \( B^{(3)} \). The theory is generally covariant because it is a fully geometrized theory of general
relativity, and it is unified because different types of radiated and matter fields all spring from one source, the tetrad.

In Section 12.2 the tetrad is defined in SU(2) representation space as the 2 x 2 transformation matrix between two Pauli spinors. One spinor (a two component column vector) is defined in the Euclidean orthonormal space \([2]\) of the tetrad, and is labelled \(R\) and \(L\), and the other in the non-Euclidean base manifold, and is labelled 1 and 2. The tetrad defined in this way has four scalar components (arranged in a 2 x 2 matrix) which also define by simple transposition the Dirac spinor (a four component column vector) in the appropriate special relativistic limit, a limit in which we recover the Dirac wave equation from the Evans wave equation. The labels \(R\) and \(L\) in the orthonormal space indicate the existence of spin, torsion or handedness and the existence of anti-particles. They are therefore left and right handed spin labels, and originate in the fact that the tetrad must always be defined as a matrix linking two spaces in such a way as to create spin as well as mass in general relativity. The fundamental reason for this is that there are two Casimir invariants of the Einstein group (and also the Poincaré group): the mass and spin invariants \([1,3-15]\) which in differential geometry are defined respectively by the Riemann and torsion forms, i.e by the second and first Maurer-Cartan structure relations \([2-15]\) respectively. Only one of these appears in the original 1915 theory, the mass invariant, and then without recognition of the fact that the symmetric metric tensor used by Einstein is the dot product of two, more fundamental, tetrads. The Evans \(B^{(3)}\) field (not inferred until 1992) is now recognized as the fundamental spin invariant of generally covariant electrodynamics, missing entirely from both the Einstein theory of general relativity and the Maxwell-Heaviside theory of special relativity. The fundamental concept of spin, or torsion, is therefore missing entirely from the original 1915 theory of gravitation devised independently by Einstein and Hilbert. Recognition of spin and manifestations thereof such as \(B^{(3)}\) leads to the unified field theory of Evans \([3-15]\). The geometrical spin properties inherent in the tetrad are enough to lead to the existence of anti-particles in the Evans unified field theory, which is therefore a powerful predictive theory based on contemporary differential geometry \([2-15]\). The labels 1 and 2 in the base manifold are the labels of a Pauli spinor in the SU(2) representation space of the non-Euclidean base manifold. So the Dirac spinor is given meaning in general relativity as a causal property of spacetime, and not as a probability. This interpretation leads straightforwardly to an acceptable Klein-Gordon equation \([3-15]\), the quantized version of the Einstein equation of free particle relativistic momentum. On the other hand the probabilistic interpretation of the Copenhagen School leads in the received opinion \([1]\) to the ”abandonment” of the Klein-Gordon equation and a great deal of obscurity and confusion. It is clear now from the Evans unified field theory that it is the obscure ontology of the Copenhagen School that should be abandoned, not the Klein-Gordon equation. This is one of the broader philosophical consequences of the Evans theory in natural philosophy and clearly shows what Einstein
and others meant when they rejected the Copenhagen quantum mechanics as incomplete. The Evans unified field theory shows that wave mechanics is a direct result of the tetrad postulate [2], the Evans Lemma and Evans wave and field equations [3-15]. The Evans theory (and copious experimental evidence [3-15] for the theory) shows clearly that wave mechanics is deducible from general relativity and is causal in nature.

In Section 12.3 the original, first differential, form of the Dirac equation is deduced analytically in the special relativistic limit by factorizing the d’Alembertian operator into Dirac matrices [1], making use of the metric tensor in the special relativistic limit.

Finally in Section 12.4 the Lorentz boost is deduced straightforwardly from the Dirac equation using hyperbolic half angles formulae, and the original Lorentz boost matrix recovered geometrically, as required, from the Evans wave equation. These procedures serve as a cross check on the Evans theory, give considerable insight into the meaning of the Dirac spinor in non-Euclidean spacetime and lead to many philosophical ramifications.

12.2 Derivation Of The Dirac Spinor And The Dirac Wave Equation From Evans’ Theory

The Evans wave equation is

\[(□ + kT)q^a_{\mu} = 0\] (12.1)

and is the identity

\[D^\mu D_\mu q^a_\nu = 0\] (12.2)

based on the tetrad postulate

\[D_\mu q^a_\nu = 0.\] (12.3)

Eq. (12.1) is based on the Evans Lemma:

\[□q^a_{\mu} = Rq^a_{\mu},\] (12.4)

which is the purely geometrical result:

\[D^\mu D_\mu = □ - R,\] (12.5)

where \(R\) is scalar curvature. In everywhere flat spacetime

\[R \rightarrow 0,\] (12.6)

where

\[□ := \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2,\] (12.7)
is the d’Alembertian operator and where:

\[ R = -kT. \]  \hspace{1cm} (12.8)

Eq. (12.8) follows from the Evans field equation:

\[ (R + kT)q^a_{\mu} = 0 \]  \hspace{1cm} (12.9)

and applies for all radiated and matter fields, not only gravitation.

In order to derive the Dirac wave equation from Eq. (12.1) use an SU(2) representation space and define the tetrad by:

\[
\begin{pmatrix}
\zeta^R \\
\zeta^L
\end{pmatrix}
= \begin{pmatrix}
\phi^R_1 & \phi^R_2 \\
\phi^L_1 & \phi^L_2
\end{pmatrix}
\begin{pmatrix}
\zeta^1 \\
\zeta^2
\end{pmatrix} \hspace{1cm} (12.10)
\]

Eq. (12.10) may be written more concisely as:

\[ \zeta^a = q^a_{\mu} \zeta^\mu, \hspace{1cm} (12.11) \]

where

\[ \zeta^a = \begin{pmatrix}
\zeta^R \\
\zeta^L
\end{pmatrix}, \zeta^\mu = \begin{pmatrix}
\zeta^1 \\
\zeta^2
\end{pmatrix}, q^a_{\mu} = \begin{pmatrix}
\phi^R_1 & \phi^R_2 \\
\phi^L_1 & \phi^L_2
\end{pmatrix}. \hspace{1cm} (12.12) \]

are row vectors transposed from column vectors. Therefore we may define the column four vector:

\[ \psi = \begin{pmatrix}
\phi^R \\
\phi^L
\end{pmatrix}, \hspace{1cm} (12.13) \]

where

\[ \phi^RT = (\phi^R_1 \phi^R_2), \hspace{1cm} (12.14) \]

\[ \phi^LT = (\phi^L_1 \phi^L_2). \hspace{1cm} (12.15) \]

are row vectors transposed from column vectors. Therefore we may define the column four vector:

\[ \psi = \begin{pmatrix}
\phi^R \\
\phi^L
\end{pmatrix}, \hspace{1cm} \phi^R = \begin{pmatrix}
\phi^R_1 \\
\phi^L_1
\end{pmatrix}, \hspace{1cm} \phi^L = \begin{pmatrix}
\phi^L_1 \\
\phi^R_2
\end{pmatrix}, \hspace{1cm} (12.16) \]

which obeys the Evans wave equation in the form:

\[ (\Box + kT)\psi = 0. \hspace{1cm} (12.17) \]

Eq. (12.17) is equivalent to the Evans wave equation in the tetrad form:
Both equations (12.17) and (12.18) lead to the same set of simultaneous equations:

\[ (\Box + kT)q^\mu = 0. \]  \hspace{1cm} (12.18)

Now use the principle that general relativity must reduce to special relativity when one frame moves at a constant velocity with respect to the other. In this limit the well known wave equations of special relativistic quantum mechanics must be recovered from the Evans wave equation. This principle implies [3-15]:

\[ kT \rightarrow 1/\lambda_C^2 \]  \hspace{1cm} (12.20)

where

\[ \lambda_C := h/mc \]  \hspace{1cm} (12.21)

is the Compton wavelength of any matter or radiated field.

In this limit the Evans equation (12.1) becomes the Dirac wave equation [1]:

\[ (\Box + m^2c^2/\hbar^2)\psi = 0. \]  \hspace{1cm} (12.22)

The Dirac spinor is therefore recognized as the limiting form of a tetrad whose two rows have been transposed into column two vectors. The Dirac spinor is therefore a geometrical object, not a probability as in the Copenhagen interpretation. In the limit (12.20) there exists a non-zero least or minimum curvature

\[ R_0 = -(mc/\hbar)^2 \]  \hspace{1cm} (12.23)

that defines mass through the Evans principle of least curvature [3-15]. The total curvature:

\[ R := \Box - R_0 = 0 \]  \hspace{1cm} (12.24)

vanishes. Each of Eqns. (12.19) is a Klein Gordon equation, whose classical limit must be the Einstein equation of relativistic momentum:

\[ p^\mu p_\mu = E^2/c^2 - p^2 = m^2c^2, \]  \hspace{1cm} (12.25)

where \( E \) is the total relativistic kinetic energy, \( p \) is the relativistic momentum and \( E_0 \) the rest energy:

\[ E_0 = mc^2. \]  \hspace{1cm} (12.26)

The fact that Eq. (12.25) must be the classical limit of the Klein-Gordon equation implies the operator equivalence of quantum mechanics:

\[ \Box = -(1/\hbar^2)p^\mu p_\mu, \]  \hspace{1cm} (12.27)
which we have therefore deduced from the Evans unified field theory. Eq (12.25) is another form [21] of

\[ p = \gamma mv. \]  

(12.28)

In the non-relativistic limit

\[ p = mv, \quad T = \frac{1}{2}mv^2, \]  

(12.29)

which are the Newton equations for momentum and kinetic energy of a free particle.

The famous equations of dynamics are therefore a consequence of the Evans principle of least curvature [3-15]. The total curvature vanishes in the Klein-Gordon equation and Dirac equation, but the individual components \( \Box \) and \( R_0 \) do not vanish. This result means that mass is a form of curvature and is defined for any elementary particle (including the neutrino and photon) by the least curvature (12.23). The Dirac spinor is defined in terms of the tetrad, and so the Dirac spinor introduces spin into the definition of a particle, as discussed in Section 12.1. Spin is introduced geometrically through the definition (12.10), a definition which implies that the famous half integral spin is spacetime torsion in SU(2) representation space. Eq. (12.10) means that each elementary particle is converted by the parity operator into its anti-particle, with the same mass but opposite handedness or helicity. The helicities originate in the Pauli spinor:

\[ \zeta^a = \begin{pmatrix} \zeta^R \\ \zeta^L \end{pmatrix}, \]  

(12.30)

where

\[ a = L, R \]  

(12.31)

are labels of the orthonormal space needed to define the tetrad. Analogously, in O(3) electrodynamics, these spin labels become:

\[ a = (1), (2), (3) \]  

(12.32)

of the complex circular basis[3-15], indicating three states of spin for the photon, (the transverse (1) and (2) and the longitudinal (3)), three sets of field equations in the appropriate limit, and giving the \( B^{(3)} \) field from general relativity.

These spin states are missing from Einstein’s generally covariant theory of gravitation but are present in the Evans wave and field equations of generally covariant unified field theory.

The spin states are also missing from Einstein’s theory of special relativity and Newtonian dynamics. They are observed experimentally however in
numerous ways, for example the anomalous Zeeman effect, atomic and molecular spectra. ESR, NMR, MRI, the existence of anti-particles, in Fermi Dirac statistics, and so on. The Evans theory shows that these properties of nature are due to spacetime geometry in a particular limit, Eq. (12.20). The spin states are interconverted by the parity operator:

\[
\begin{pmatrix}
\zeta^R \\
\zeta^L
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\zeta^L \\
\zeta^R
\end{pmatrix}.
\]  

(12.33)

Eq. (12.23) gives the important additional insight that mass vanishes in an everywhere flat spacetime. If mass vanishes, then so does rest energy and relativistic momentum, showing that the total relativistic kinetic energy \(E\) also vanishes in an everywhere flat spacetime. Therefore it makes no sense to assert the existence of a particle without mass, because such a particle would not have any kinetic energy and would not exist experimentally. Therefore there can be no massless neutrino and no massless photon. This is now known to be a consequence of the least curvature principle of Evans [3-15] and also a consequence of the Evans wave equation. In the appropriate limit the later reduces to the correctly covariant form of the Proca equation [1,3-15] for the photon with mass. Einstein’s special relativistic theory is not therefore a theory in which spacetime is everywhere flat, because in such a spacetime there can be no mass, energy, spin, charge density and current density anywhere in the universe. For every physical theory therefore, the operator \(D_\mu D_\mu\) never becomes \(\Box\) identically. This statement is an expression of the Evans Lemma.

### 12.3 Derivation Of The Dirac Equation As A First-Order Differential Equation

Dirac originally inferred his famous equation as a first order differential equation. In this section we deduce this from the Dirac wave equation (12.22), which is a limit of the Evans wave equation as demonstrated already. The starting point is:

\[
\partial^\mu = g^{\mu\nu} \partial_\nu,
\]  

(12.34)

where \(g^{\mu\nu}\) is the Minkowskian metric tensor in the special relativistic limit [1]. Using Eq. (12.34) the d’Alembertian operator is:

\[
\Box = \partial^\mu \partial_\mu = g^{\mu\nu} \partial_\nu \partial_\mu.
\]  

(12.35)

The metric is now factorized into the anticommutator of 4 x 4 \(\gamma^\mu\) matrices [1]:

\[
g^{\mu\nu} = \gamma^\mu \gamma^\nu = \frac{1}{2} \{\gamma^\mu, \gamma^\nu\}
\]  

(12.36)

so Eq. (12.22) becomes:
\[
(\gamma^\mu \gamma^\nu \partial_\nu \partial_\mu + (mc/\hbar)^2) \psi = 0. \quad (12.37)
\]

Now factorize the operator:
\[
(i\gamma^\nu \partial_\nu + mc/\hbar)(i\gamma^\mu \partial_\mu - mc/\hbar) = -\gamma^\mu \gamma^\nu \partial_\nu \partial_\mu - (mc/\hbar)^2. \quad (12.38)
\]

It follows that:
\[
(i\gamma^\nu \partial_\nu + mc/\hbar)(i\gamma^\mu \partial_\mu - mc/\hbar)\psi = 0 \quad (12.39)
\]
and that:
\[
(i\gamma^\mu \partial_\mu - mc/\hbar)\psi = 0. \quad (12.40)
\]

Finally use the operator equivalence:
\[
p_\mu = i\hbar \partial_\mu \quad (12.41)
\]
to obtain:
\[
(\gamma^\mu p_\mu - mc)\psi = 0. \quad (12.42)
\]

Eq. (12.40) is the Dirac equation in differential form, i.e. in representation space [1], and Eq. (12.42) is the Dirac equation in momentum space.

The \( \gamma^\mu \) matrices are identified as the 4 x 4 Dirac matrices:
\[
\gamma^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^i = \begin{pmatrix} 0 & -\sigma^i \\ \sigma^i & 0 \end{pmatrix}, \quad (12.43)
\]
where:
\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad (12.44)
\]
are the Pauli matrices.

Recall that:
\[
\psi = \begin{pmatrix} \phi^R_1 \\ \phi^R_2 \\ \phi^L_1 \\ \phi^L_2 \end{pmatrix} = \begin{pmatrix} \phi^R \\ \phi^R \\ \phi^L \\ \phi^L \end{pmatrix} \quad (12.45)
\]

Using Eq. (12.43) to (12.45) in Eq. (12.42) gives:
\[
mc^2 \phi^R = (E + \sigma \cdot pc)\phi^L, \quad (12.46)
\]
\[
mc^2 \phi^L = (E - \sigma \cdot pc)\phi^R, \quad (12.47)
\]
where Eq. (12.47) is the parity inverted Eq. (12.46). The Dirac equation is therefore a relation between the Pauli spinors \( \phi^R \) and \( \phi^L \), which in turn are derived from the tetrad, the eigenfunction of the Evans wave equation and Evans Lemma.
12 Lorentz Boost From The Evans Wave Equation

12.4 Derivation Of The Lorentz Boost

The Dirac equations (12.46) and (12.47) may be written in the simple form:

\[ \phi^R = e^{\sigma \cdot \theta} \phi^L, \]  
\[ \phi^L = e^{-\sigma \cdot \theta} \phi^R, \]  

(12.48)

(12.49)

where:

\[ e^{\sigma \cdot \theta} = \cos h\theta + \sigma \cdot n \sin h\theta, \]  
\[ e^{-\sigma \cdot \theta} = \cos h\theta - \sigma \cdot n \sin h\theta. \]  

(12.50)

(12.51)

Here:

\[ \cos h\theta = E/mc^2 = \gamma \]  
\[ \sin h\theta = pc/mc^2 = \beta \gamma \]  

(12.52)

(12.53)

The Einstein equation (12.25) follows with these definitions and the hyperbolic angle formula:

\[ \cos h^2 \theta - \sin h^2 \theta = 1. \]  

(12.54)

The parameters \( \beta \) and \( \gamma \) are defined by:

\[ \gamma^2 (1 - \beta^2) = 1, \]  
\[ \beta = v/c, \quad \gamma = (1 - v^2/c^2)^{-1/2}, \]  

(12.55)

(12.56)

where \( v \) is the constant velocity of one frame with respect to another in special relativity.

Now write the Dirac equations as:

\[ \phi^R = e^{(\sigma \cdot \theta)/2} \left( e^{(\sigma \cdot \theta)/2} \phi^L \right), \]  
\[ \phi^L = e^{-(\sigma \cdot \theta)/2} \left( e^{-(\sigma \cdot \theta)/2} \phi^R \right), \]  

(12.57)

(12.58)

and define:

\[ \phi^R(p) = e^{(\sigma \cdot \theta)/2} \phi^R(0), \]  
\[ \phi^L(p) = e^{-(\sigma \cdot \theta)/2} \phi^L(0), \]  

(12.59)

(12.60)

to obtain the Lorentz boost [1]:

\[ \psi(p) = \begin{pmatrix} e^{\sigma \cdot \theta/2} & 0 \\ 0 & e^{-\sigma \cdot \theta/2} \end{pmatrix} \psi(0). \]  

(12.61)

The Lorentz boost is therefore a transformation between the Dirac spinors \( \phi(p) \) and \( \phi(0) \), and the Dirac equation is:
\begin{equation}
\psi(p) = \begin{pmatrix} e^{\sigma \theta} & 0 \\ 0 & e^{-\sigma \theta} \end{pmatrix} \psi^{**}(p),
\end{equation}
(12.62)

where:

\begin{equation}
\psi^{**} = \hat{P}(\psi)
\end{equation}
(12.63)

is the parity inverted Dirac spinor.

From Eqs. (12.61) and (12.62), it is seen that there is a simple geometrical relation between the Dirac equation and the Lorentz boost [1], one may be constructed from the other using hyperbolic half angle formulae. It follows that the Lorentz boost is a well-defined geometrical limit of the Evans wave equation, which is what we set out to prove.

Finally recognise that [1]:

\begin{equation}
K = \pm i \sigma / 2,
\end{equation}
(12.64)

where:

\begin{equation}
K_z = \frac{1}{i} \frac{\partial B}{\partial \theta} \bigg|_{\theta=0}
\end{equation}
(12.65)

and where

\begin{equation}
B = \begin{pmatrix} \cos h\theta & \sin h\theta & 0 & 0 \\ \sin h\theta & \cos h\theta & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\end{equation}
(12.66)

is the famous Lorentz boost matrix. By recognizing that the parameter \(\theta\) of the Lorentz boost also appears in the Dirac equation, it can be seen that the Lorentz boost is derivable from the Evans wave equation. The unified field theory reduces to the most important and earliest inference of all relativity theory, the Lorentz-Fitzgerald contraction.
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The Electromagnetic Sector Of The Evans Field Theory

Summary. The equations of the electromagnetic sector of the Evans field theory are given in terms of differential geometry and are based on the well-known structure relations and Bianchi identities. The equations thus complete Einstein’s basic axiom, that physics is derived from geometry, and extend the axiom to electrodynamics. Precise tests are suggested for the theory using the interaction of circularly polarized electromagnetic radiation with a non-relativistic electron beam. These tests include: the inverse Faraday effect (IFE), radiatively induced fermion resonance (RFR), and the electromagnetic Aharonov-Bohm (EMAB) effect.

Key words: The Evans field theory, electromagnetic sector, tests of the Evans theory, inverse Faraday effect, radiatively induced fermion resonance, electromagnetic Aharonov-Bohm effect.

13.1 Introduction

Recently the first successful generally covariant unified field theory has been developed and can be applied to all radiated and matter fields [1-20]. In Sec. 2 of this paper we give the equations of the electromagnetic sector of the theory and show that they are closely based on well known equations of differential geometry: the structure relations and Bianchi identities [21]. In Sec. 3, high precision tests of the theory are proposed in a non-relativistic electron beam interacting with circularly polarised electromagnetic radiation: the inverse Faraday effect (IFE), radiatively induced fermion resonance (RFR), and the electromagnetically induced Aharonov Bohm (EMAB) effect.

13.2 Equations Of The Electromagnetic Sector Of Evans’ Field Theory

In this section we will give the equations of the electromagnetic sector of the Evans theory [1-20] in a form which is easily recognisable as standard
Equation (13.1) defines the electromagnetic potential field $A^a_\mu$ as a vector-valued tetrad one-form within a $C$ negative factor $A^{(0)}$. The tetrad $q^a_\mu$ [1-21] is the gravitational potential field, so the *ansatz* (13.1) illustrates field unification in the simplest way possible. In order to introduce the notation, we first give the older Maxwell-Heaviside (MH) field equations of special relativistic electrodynamics. In this way the advantages of, and the new information contained in, the new theory can be seen the most clearly.

The MH equations are expressed most eloquently in terms of differential forms [21,22] as follows:

\begin{align}
F &= d \wedge A, \quad (13.2) \\
d \wedge F &= 0, \quad (13.3) \\
d \wedge \tilde{F} &= \mu_0 J. \quad (13.4)
\end{align}

Here $A$ is the scalar-valued potential one-form, $d \wedge$ the exterior derivative of differential geometry, $F$ the scalar-valued two-form that encapsulates the gauge-invariant electromagnetic field, $\tilde{F}$ the dual of $F$ [21,22], and $J$ the scalar-valued three-form that encapsulates the charge current density of MH field theory. Here $\mu_0$ is the permeability in vacuum, and SI units [1-20] have been used.

Equation (13.3) is a Jacobi identity [22], the most concise form of the homogeneous field equation MH field theory. The homogeneous field equation summarizes Gauss’s law and Faraday’s law of induction. These two laws are therefore geometrical identities within a $C$ negative factor that turns the geometry into field equations of physics. This inference gives us a clue as to the geometrical origin of electrodynamics and leads us eventually to the Evans field equations given later in this section. Equation (13.4) is the inhomogeneous field equation of MH field theory but in this theory cannot be clearly recognised as an identity of geometry. The inhomogeneous field equation contains Coulomb’s and the Ampère-Maxwell law. The gauge invariance of MH field theory follows from the Poincaré lemma [22]

\begin{equation}
d \wedge d = 0. \quad (13.5)
\end{equation}

The electromagnetic two-form is gauge invariant because

\begin{equation}
d \wedge (d \wedge A) = 0, \quad (13.6)
\end{equation}

and so $F$ is known as the gauge invariant electromagnetic two-form. Therefore, in the concise and elegant notation of differential geometry, gauge invariance is simple to comprehend, it is the consequence of another geometrical identity,
the Poincaré lemma. This suggests that the inhomogeneous field equation should also be a geometrical identity, and we will show later in this section that this is indeed the case in the Evans field theory of general relativity, but not in the MH field theory of special relativity. In the latter theory the inhomogeneous field equation is empirical, i.e., based on data and not inferred from geometry, as required by the Einsteinian principles of general relativity [23].

For clarity of exposition and as an introduction to the Evans field equations of electrodynamics, we give the well-known [1-22] tensor and vector forms Eqs. (13.2) to (13.4) as follows:

The tensor form of Eq. (13.2) is

\[ F_{\mu\nu} = -F_{\nu\mu} = \partial_\mu A_\nu - \partial_\nu A_\mu \]  

and defines the anti-symmetric field tensor \( F_{\mu\nu} \) in terms of the potential field \( A_\mu \), a covariant four-vector. Equation (13.7) can also be written in contravariant form:

\[ F^{\mu\nu} = -F^{\nu\mu} = \partial^{\mu} A^{\nu} - \partial^{\nu} A^{\mu} \]  

The Jacobi identity (13.3) in tensor notation is

\[ \partial^\lambda F^{\mu\nu} + \partial^\mu F^{\nu\lambda} + \partial^\nu F^{\lambda\mu} = 0. \]  

On defining the dual tensor

\[ \tilde{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}, \]  

the Jacobi identity (13.9) becomes the well-known homogeneous field equation of MH field theory:

\[ \partial_\mu \tilde{F}^{\mu\nu} = 0. \]  

Equation (13.11) is Eq. (13.3) in tensor notation.

In defining the dual tensor the totally antisymmetric unit tensor \( \epsilon^{\mu\nu\rho\sigma} \), has been used as usual. This tensor is the same for any non-Euclidean spacetime [21], but in the MH field theory is used in flat or Minkowski spacetime [1-23].

The inhomogeneous field equation in tensor notation is, in standard SI units,

\[ \partial_\mu F^{\mu\nu} = \mu_0 j^\nu, \]  

where \( j^\nu \) is the charge current density four-vector. Equation (13.12) is the tensor equivalent of the form equation (13.4).

The homogeneous field equation (13.11) is equivalent to the following two vector equations:

\[ \nabla \cdot \mathbf{B} = 0, \]  
\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0, \]
respectively Gauss’s law and Faraday’s law of induction, where $B^{(3)}$ is magnetic flux density and $E$ is electric field strength. Here $c$ is the speed of light in vacuum. The inhomogeneous field equation (13.12) is equivalent to the following two vector equations:

$$\nabla \cdot D = \rho,$$
(13.15)

$$\nabla \times H = J + \frac{\partial D}{\partial t},$$
(13.16)

respectively Coulomb’s law and the Ampère-Maxwell law. Here $H$ is the magnetic field strength, $D$ the electric displacement, $\rho$ the charge density, and $J$ the current density.

The great MH field theory, which these well-known equations describe, has held sway in electrodynamics for over a hundred years, but is not a theory of general relativity. The theory is the archetypical theory of special relativity, in which spacetime is Minkowski spacetime, sometimes referred to as flat spacetime. It is well-known that special relativity evolved in 1905 from these same equations.

The Evans field theory infers electrodynamics from the twisting of spacetime and makes electrodynamics a theory of general relativity. Therefore, the Evans theory is the direct logical outcome of the Einsteinian principle that all theories of physics are theories of general relativity, i.e., all of physics is based on geometry. The most eloquent expression of geometry is differential geometry [1,22], which is valid for all spacetimes, and is more general [21] than the Riemannian geometry available to Einstein, a geometry in which the torsion tensor is assumed to be zero when constructing the relation between the Christoffel symbol and the symmetric metric tensor. In particular, differential geometry allows for the existence of the torsion tensor [21] as well as the Riemann or curvature tensor, and this fact has been utilized in the development of Evans field theory [1-20] to show that gravitation is the curving of spacetime, electromagnetism is the twisting of spacetime. The torsion tensor becomes the vector-valued torsion two-form $R^a_{b\mu\nu}$ in differential geometry. One of the great advantages of differential geometry is that it is valid for all possible spacetimes, so we can drop the indices $\mu\nu$ and simplify the notation [21], thus emphasising the most important principles of the geometry and thence the physics. In other words, we find all the laws of physics from the laws of geometry and take Einstein seriously. The torsion form becomes $T^a$ and the Riemann form becomes $R^a_{b\kappa}$. The second major advantage is that differential geometry is developed in terms of the vector-valued tetrad one form $q^a_{\mu}$ which is more fundamental than the metric tensor $g_{\mu\nu}$ used by Einstein because

$$g_{\mu\nu} = q^a_{\mu} q^b_{\nu} \eta_{ab}.$$  
(13.17)

In other words, the metric tensor is defined as the dot product of two tetrads, so the tetrad factorizes the metric tensor of the base manifold (non-Euclidean spacetime). Here $\eta_{ab}$ is the diagonal metric tensor
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\[ \eta_{ab} = \eta_{ab} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} \]  

(13.18)

of the orthonormal spacetime of the tetrad, a flat or Minkowski spacetime. We may therefore express all the important equations in the flat, orthonormal, spacetime, remembering that each equation applies for the unwritten subscript \( \mu \nu \) [21] of the non-Euclidean base manifold. In this way we find the equations of generally covariant unified field theory [1-20] by following the differential geometry. Similarly, Einstein discovered the equations of gravitation by following Riemannian geometry.

The field equations of electromagnetism in the Evans theory are found from the following fundamental and well-known equations of differential geometry. The first Maurer-Cartan structure relation [1-21] defines the vector-valued torsion two-form as the covariant exterior derivative (denoted by \( D \wedge \)) of the tetrad

\[ T^a = D \wedge q^a = d \wedge q^a + \omega^a_{\ b} \wedge q^b, \]  

(13.19)

where \( \omega^a_{\ b} \) is the spin connection [21]. Using the \textit{ansatz} (13.1) and multiplying both sides of Eq. (13.19) by \( A^{(0)} \), we obtain

\[ F^a = D \wedge A^a = A^{(0)} T^a. \]  

(13.20)

This is the equation defining the gauge-invariant electromagnetic field \( F^a \) in terms of the potential in the Evans theory and is the generally covariant form of Eq. (13.2) of the MH field theory of special relativity. By comparison of Eqs. (13.20) and (13.2), it is seen that \( d \wedge \) has been replaced by \( D \wedge \), \( A \) by \( A^a \), and \( F \) by \( F^a \). The potential and the field have each developed an \textit{internal index} of the type normally associated with Yang-Mills gauge field theory [22]. We are now able to see, furthermore, that index is the direct result of differential geometry. Thus \( A^a \) is the potential field of the electromagnetic sector of Evans field theory, and \( F^a \) is the gauge-invariant field. In tensor notation, \( A_\mu \) becomes \( A^a_{\ \mu} \), a covariant four-vector with an internal index, and \( F_{\mu \nu} \) becomes \( F^a_{\ \mu \nu} \), an antisymmetric tensor with an internal index. In Eq. (13.20), the SI units of \( F^a, A^a, \) and \( D \wedge \) are tesla = JsC\(^{-1}\)m\(^{-2}\), tesla m, and m\(^{-1}\), respectively. If \( a = (1), (2), (3) \) of the complex circular basis, then we obtain the field equations of O(3) electrodynamics [1-20]. The latter have been extensively developed theoretically and tested experimentally. In Sec. 3, we summarize three further tests so we have derived O(3) electrodynamics from differential geometry using the \textit{ansatz} (13.1). In so doing, we have tested the \textit{ansatz} experimentally, because O(3) electrodynamics has been tested experimentally [1-20].
The homogeneous and inhomogeneous field equations of the Evans theory are found from the first and second Bianchi identities of differential geometry [21]:

\[ D \wedge R^a_b = 0, \quad D \wedge T^a = R^a_b \wedge q^b. \] (13.22)

In terms of the spin connection, Eq. (13.22) becomes

\[ d \wedge R^a_b + \omega^c_a \wedge R^c_b - R^a_c \wedge \omega^c_b = 0 \] (13.24)

and is a generalization of the well-known Bianchi identity of Riemannian geometry:

\[ D_\rho R^\kappa \lambda\mu\nu + D_\mu R^\kappa \lambda\nu\rho + D_\nu R^\kappa \lambda\rho\mu = 0. \] (13.25)

In terms of the spin connection, Eq. (13.23) reads

\[ d \wedge T^a + \omega^a_b \wedge T^b = R^a_b \wedge q^b \] (13.26)

and is a generalization of the following identity in Riemannian geometry:

\[ R^\rho\sigma\mu\nu + R^\rho\mu\nu\sigma + R^\rho\nu\sigma\mu = 0. \] (13.27)

Equation (13.27) is equivalent to the following fundamental symmetries of the Riemann tensor:

\[ R^\rho\sigma\mu\nu = -R^{\sigma\rho\mu\nu}, \quad R^\rho\sigma\mu\nu = -R^{\rho\sigma\nu\mu}. \] (13.28)

The structure of the electromagnetic sector of the Evans theory is therefore summarized as follows:

\[ F = d \wedge A, \quad d \wedge F = 0, \quad d \wedge \tilde{F} = \mu_0 J. \]

\[ T^a = D \wedge q^a, \quad D \wedge T^a = R^a_b \wedge q^b, \quad D \wedge R^a_b = 0. \]

The homogeneous field equation of the electromagnetic sector of the Evans unified field theory is

\[ D \wedge F^a = R^a_b \wedge A^b = A^{(0)} R^a_b \wedge q^b = \mu_0 j^a. \] (13.30)

When the electromagnetic and gravitational fields decouple:

\[ D \wedge F^a = 0, \quad D \wedge R^a_b \wedge q^b = 0; \] (13.31)

and, in the MH limit,
When the gravitational field influences the electromagnetic field or vice versa, the unified field is governed by the equation
\[ D \wedge F^a = A^{(0)} R^a_b \wedge q^b \neq 0, \]  
and the homogeneous field equation of the MH theory, Eq. (13.33), becomes

the homogeneous field equation of the Evans unified field theory, Eq. (13.34).

Equation (13.31) is the intermediate step towards the completed unified field theory; and, when \( a(1), (2), (3), \) Eq. (13.31) becomes the homogeneous field equation of \( O(3) \) electrodynamics [17]. In vector notation, Eq. (13.31) becomes the following six equations:

\[ \nabla \cdot B^{(1)} = 0, \]  
\[ \nabla \cdot B^{(2)} = 0, \]  
\[ \nabla \cdot B^{(3)} = 0, \]  
\[ \nabla \cdot E^{(1)} + \partial B^{(1)}/\partial t = 0, \]  
\[ \nabla \cdot E^{(2)} + \partial B^{(2)}/\partial t = 0, \]  
\[ \partial B^{(3)}/\partial t = 0. \]

In order to search experimentally for the influence of the gravitational field on the electromagnetic field, it is necessary to search for departures from Gauss’s law and Faraday’s law of induction. Equation (13.34) is obtained from Eq. (13.33) by symmetry building (“inverse symmetry breaking”), as summarized in the following diagram: Similarly the inhomogeneous field equation of

the unified field theory is obtained by symmetry building as follows: The MH field equations in this case are the Coulomb and the Ampère-Maxwell laws. So, to look for the effects of gravitation on electromagnetism, it is necessary to search experimentally for departures from these laws.

In tensor notation, the electromagnetic field in the Evans unified field theory is
\[ F^a_\mu = A^{(0)} T^a_\mu = A^{(0)} T^\kappa_\mu q^a_\kappa. \]
where $T^a_{\mu \nu}$ is the torsion tensor. Therefore, the inhomogeneous field equation of the unified field theory is

$$\partial^\mu F^a_{\mu \nu} = \mu_0 J^a_\nu,$$  \hspace{1cm} (13.42)

where the charge current density is defined by

$$J^a_\nu := \frac{A^{(0)}}{\mu_0} q^a_\kappa D^\mu (\Gamma^\kappa_{\mu \nu} - \Gamma^\kappa_{\nu \mu}) .$$  \hspace{1cm} (13.43)

In differential-form notation, Eq. (13.42) reads

$$d \wedge \tilde{F}^a = \mu_0 J^a ,$$  \hspace{1cm} (13.44)

and so the electromagnetic sector of the Evans unified field theory is described by

$$d \wedge F^a = \mu_0 j^a ,$$  \hspace{1cm} (13.45)

$$d \wedge \tilde{F}^a = \mu_0 J^a .$$  \hspace{1cm} (13.46)

The unified field theory evolves from the original MH field theory by building symmetry as follows:

$$d \wedge F = 0 ,$$  \hspace{1cm} $d \wedge \tilde{F} = \mu_0 J .$$

The symmetry of the unified field equation is that of the Einstein group with sixteen irreducible representations. This is a higher symmetry than that of O(3) electrodynamics, the intermediate theory in which the electromagnetic and gravitational fields are still decoupled, and O(3) electrodynamics has in turn a higher symmetry than U(1) electrodynamics, the MH symmetry. The experimental evidence for O(3) electrodynamics is summarized in Ref. [17].

In tensor notation, Eq. (13.23) reads

$$\partial_\mu T^a_{\nu \rho} + \omega^a_{\mu b} T^b_{\nu \rho} + \partial_\nu T^a_{\mu \rho} + \omega^a_{\nu b} T^b_{\rho \mu} + \partial_\rho T^a_{\mu \nu} + \omega^a_{\rho b} T^b_{\mu \nu} = R^a_{\mu \nu \rho} + R^a_{\nu \rho \mu} + R^a_{\rho \mu \nu} .$$  \hspace{1cm} (13.47)
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and is a balance of identities of differential geometry [21]. On the right-hand side is the Bianchi identity used in gravitational general relativity [27], and the left-hand side is the covariant exterior derivative of the torsion form. In tensor notation, the homogeneous field equation of the unified field theory is obtained directly from Eqs. (13.47) and (13.1) and reads

\[
\begin{align*}
\partial_\mu F^a_{\nu\rho} + \omega^a_{\mu b} F^b_{\nu\rho} + \partial_\nu F^a_{\rho\mu} + \omega^a_{\nu b} F^b_{\rho\mu} \\
+ \partial_\rho F^a_{\mu\nu} + \omega^a_{\rho b} F^b_{\mu\nu} &= A^{(0)} \left( R^a_{\mu\nu\rho} + R^a_{\nu\rho\mu} + R^a_{\rho\mu\nu} \right)
\end{align*}
\]

(13.48)

Equation (13.48) governs the unified gravitational and electromagnetic fields. When the two fields are unified they interact and mutually influence each other. This process is governed by

\[
R^a_{\mu\nu\rho} + R^a_{\nu\rho\mu} + R^a_{\rho\mu\nu} \neq 0.
\]

(13.49)

When there is no influence of gravitation on electromagnetism both the left-hand and right-hand sides of Eq. (13.48) vanish identically

\[
d \wedge F^a = 0.
\]

(13.50)

\[
R^a_{b} \wedge q^b = \omega^a_{b} \wedge T^b
\]

(13.51)

Eq. (13.50) is the familiar Bianchi identity of the gravitational field uninfluenced by the electromagnetic field, and Eq. (13.51) is the homogeneous field equation of the electromagnetic field uninfluenced by the gravitational field.

The electromagnetic field is therefore the spinning of spacetime described by the torsion tensor and the gravitational field is the curving of spacetime described by the curvature tensor. Differential geometry is needed to build the symmetry of the unified field theory and in differential geometry spinning is described by the torsion form and curvature by the curvature form. The homogeneous field equation of the unified field is an identity, Eq. (13.48), of differential geometry, which is valid for a spacetime in which there is both spin and curvature. Such an identity is not available in Riemann geometry when the Christoffel connection is symmetric in its lower two indices. This is the type of spacetime used in the Einstein theory of gravitation, and in this spacetime Eq. (13.50) always holds. So such a spacetime cannot be used to unify gravitation and electromagnetism. The Maxwell-Heaviside field theory is philosophically different from the Einstein field theory in that the electromagnetic field is superimposed on a flat (Minkowski) spacetime in which the spin connection vanishes. In the Evans unified field theory this fundamental philosophical difference (which prevents field unification in the standard model and string theory) is bridged by recognizing that the electromagnetic field is the torsion form of differential geometry, so electromagnetism is the spinning of spacetime itself. This spinning is in general influenced by the curving of spacetime through Eqs. (13.47) or (13.48). We therefore obtain field unification by symmetry building. The intermediate stage in this process, O(3) electrodynamics, has been tested extensively against experimental data [17].
13.3 Experimental Tests Of The Evans Theory

It has been established and well accepted [1-20] that the Evans field theory infers the inverse Faraday effect through the Evans spin field

\[ B^{(3)} = -igA^{(1)} \wedge A^{(2)}, \]  

(13.52)

which is dual to torsion two-form of spacetime. The inverse Faraday effect therefore originates in the torsion or twisting motion of spacetime. In order to test this hypothesis accurately it is suggested that a high precision inverse Faraday effect calibrating experiment first be carried out as follows in a non-relativistic electron beam.

The inverse Faraday effect is the orbital angular momentum imparted to the electron beam by the Evans spin field. For a non-relativistic electron beam, the energy exchanged during the process is [1-20]

\[ E_{n_{IFE}} = \frac{e\hbar}{2m} B^{(3)} = \frac{e^2 A^{(0)2}}{2m} = \frac{p^2}{2m}. \]  

(13.53)

Here \( m \) is the mass of the electron,

\[ m = 9.10953 \times 10^{-31} \text{kg}, \]  

(13.54)

and \( p = eA^{(0)} \) its linear momentum. Therefore, the energy imparted to the electron beam by the circularly polarized electromagnetic beam is the Newtonian kinetic energy \( p^2/2m \). The energy in Eq. (13.53) may be written as [1-20]

\[ E_{n_{IFE}} = \frac{e^2 A^{(0)2}}{2m} = \left( \frac{e^2 \mu_0 c}{2m} \right) \frac{I}{\omega^2}, \]  

(13.55)

where \( I \) is the beam power density \( (Wm^{-2}) \) and \( \omega \) is the beam angular frequency \( (\text{rads}^{-1}) \). The energy exchanged is characteristically dependent on the power density and the inverse square of the angular frequency.

The orbital angular momentum \( J \) imparted to the electron beam can be calculated from the fundamental relation between energy and angular momentum,

\[ E_n = \frac{1}{2} \omega J, \]  

(13.56)

and so

\[ J = \left( \frac{e^2 \mu_0 c}{2m} \right) \frac{I}{\omega^3}. \]  

(13.57)

From Eq. (13.57) the magnetic flux density is tesla \((1.0 \text{ T} = 10^4 \text{G})\) imparted to the non-relativistic electron beam may be calculated [1-20] to be

\[ B^{(3)}_{\text{sample}} = \mu_0 M^{(3)}_{\text{sample}} = \frac{N}{V} \mu_0 \frac{e}{2m} J = \frac{N}{V} \left( \frac{\mu_0^2 e^3 c}{2m^2} \right) \frac{I}{\omega^3}. \]  

(13.58)
Here $M^{(3)}$ is the magnetization produced in the inverse Faraday effect for $N$ electrons in a sample volume $V$; see Eq. (F5), p. 208, *The Enigmatic Photon, Vol. 3* (Ref. 15). For a pulsed Nd YAG laser with $I = 5.5 \times 10^{12} W/m^2$, $\omega = 1.77 \times 10^{16} \text{ rads}^{-1}$ and $N/V = 10^{26}$ electrons $m^{-3}$ (Avogadro’s number), we find

$$B^{(3)}_{\text{sample}} \sim 10^{-9} T = 10^{-5} G,$$

an order of magnitude observed experimentally in liquids, solids and gases, for example. The inverse Faraday effect has been observed many times [1-20] in a variety of materials, and solidly indicates the existence of the Evans spin field $B^{(3)}$. However a high precision, baseline experiment in a non-relativistic electron beam has yet to be carried out.

Having carried out this baseline experiment, it is then necessary to develop radiatively induced fermion resonance (RFR), which originates in the spin angular momentum imparted to the electron beam by the Evans spin field [1-20]:

$$\sigma_0 En_{RFR} = \frac{e\hbar}{2m} B^{(3)}_Z \sigma = \frac{e^2 A^{(0)^2}}{2m} \sigma = \frac{p^2 \sigma Z}{2m},$$

(13.60)

Here $\sigma_Z$ is the third Pauli matrix and $\sigma_0$ the zero-order Pauli matrix. It is seen from Eq. (13.60) that RFR originates in the Newtonian kinetic energy multiplied by $\sigma_Z$. Electron spin resonance between the states of $\sigma_Z$ gives rise to RFR as follows:

$$En = 2\pi \hbar f_{\text{res}} = \frac{e^2 A^{(0)}}{2m} [1 - (-1)] = \left( \frac{e^2 \mu_0 c}{m} \right) I \omega^2,$$

(13.61)

so the resonance frequency in hertz is

$$f_{\text{res}} = \left( \frac{e^2 \mu_0 c}{2\pi \hbar m} \right) I \omega^2 = 1.007 \times 10^{28} \frac{I}{\omega^2}.$$

(13.62)

It displays the characteristic $I/\omega^2$ dependence of the IFE (Eq. (13.55)). This property of RFR means that it can produce fermion resonance at high resolution without magnets, for example electron spin resonance, nuclear magnetic resonance and magnetic resonance imaging without permanent magnets [1-20]. The magnet is replaced by a circularly polarized radio frequency beam.

Thirdly, it is necessary to carry out an accurate test of EMAB by replacing the magnetized iron whisker of the original Chambers experiment by a circularly polarized radio frequency beam. The EMAB is caused by the $B^{(3)}$ of the radio frequency field and detected as a shift in the fringe pattern of two interfering electron beams:

$$\Delta x = \frac{L}{d} \frac{\lambda}{2\pi} \Delta \delta$$

(13.63)

in a Young interferometer. Here $L$ is the distance between the plates of the interferometer, $d$, the distance between the openings in the first plate, and $\lambda$
the electron wavelength. In the original Chambers experiment used to detect the Aharonov-Bohm effect:

$$\Delta \delta = \frac{e}{\hbar} B Ar = \frac{e}{\hbar} \Phi, \quad (13.64)$$

where $B$ is the magnetic flux density produced by the iron whisker and $Ar$ the area enclosed by the electron beams. This shift was first observed by Chambers in 1959 following the original theory by Aharanov and Bohm. This has recently been understood in terms of the Evans phase law [1-20]:

$$\Delta \phi = \exp \left( \frac{i e}{\hbar} \int B^{(3)} \cdot k d Ar \right), \quad (13.65)$$

which follows from the fact that any magnetic field must be defined by

$$B = D \wedge A = d \wedge A + g A \wedge A, \quad (13.66)$$

where $g = e/\hbar$. In the complex circular basis, Eq. (13.66) becomes

$$B^{(3)} = -igA^{(1)} \wedge A^{(2)}. \quad (13.67)$$

The conventional magnetic field is described by Eq. (13.66), when $B$ is the magnetic flux density of the iron whisker [1-20]. So the Evans field theory gives a consistent description both of the conventional and electromagnetic Aharonov-Bohm effects in terms of the covariant derivative (13.66).

In vector notation,

$$B^{(3)} = -igA^{(1)} \times A^{(2)}, \quad (13.68)$$

and the magnitude of the field is

$$B^{(3)} = |B^{(3)}| = \frac{e}{\hbar} A^{(0)2}, \quad (13.69)$$

where

$$A^{(0)2} = \mu_0 c I/\omega^2, \quad (13.70)$$

showing again the characteristic $I/\omega^2$ dependence. In SI units:

$$\mu_0 = 4\pi \times 10^{-7} \, Js^2 \, C^{-2} m^{-1}, \quad c = 2.997925 \times 10^8 \, ms^{-1},$$

$$e = 1.60219 \times 10^{-19} C, \quad \hbar = 1.05459 \times 10^{-34} \, Js,$$

and

$$B^{(3)} = \left( \frac{e\mu_0 c}{\hbar} \right) \frac{I}{\omega^2}. \quad (13.71)$$

From Eqs. (13.64) and (13.72):

$$\frac{\Delta \delta}{Ar} = \left( \frac{e^2 \mu_0 c}{\hbar^2} \right) \frac{I}{\omega^2} = 8.6954 \times 10^{34} \frac{I}{\omega^2}, \quad (13.73)$$
which is the phase shift per unit area enclosed by the electron beams due to a circularly polarized radio frequency field replacing the iron whisker in the Chambers experiment. This is the electromagnetic Aharanov-Bohm (EMAB) effect.

The equivalent of Eq. (13.73) for the magnetic Aharonov-Bohm effect is

\[ \frac{\Delta \delta}{Ar} = \frac{e}{\hbar} B \]  

for a magnetic field 1G (= 10^{-4} T), and the phase shift per unit area from Eq. (13.74) is 1.519 \times 10^{11} m^{-2}.

For an electromagnetic field of 1.0 G Hz angular frequency and 10^{-4} Wm^{-2} power density (1 watt per cm^2) the phase shift per unit area from Eq. (13.73) is 8.695 \times 10^{12} m^{-2}. Under such conditions, the EMAB effect should be observable using a modification of the Chambers experiment. However, if a Nd YaG laser is used at the same power density but at angular frequency 1.77 \times 10^{16} rads^{-1}, the phase shift per unit area becomes 0.013 m^{-2} and unobservable. An EMAB effect might however be observable with a Nd YaG laser if the latter is pulsed to very high power densities.

The observation of the IFE in this way would be important for fundamental physics, the observation of the RFR would open up a new industry, and the observation of the EMAB effect would lead to several new radar technologies.
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New Concepts From The Evans Unified Field Theory. Part One: The Evolution Of Curvature, Oscillatory Universe Without Singularity, Causal Quantum Mechanics, And General Force And Field Equations

Summary. The Evans field equation is solved to give the equations governing the evolution of scalar curvature $R$ and contracted energy-momentum $T$. These equations show that $R$ and $T$ are always analytical, oscillatory, functions without singularity and apply to all radiated and matter fields from the sub-atomic to the cosmological level. One of the implications is that all radiated and matter fields are both causal and quantized, contrary to the Heisenberg uncertainty principle. The wave equations governing this quantization are deduced from the Evans field equation. Another is that the universe is oscillatory without singularity, contrary to contemporary opinion based on singularity theorems. The Evans field equation is more fundamental than, and leads to, the Einstein field equation as a particular example, and so modifies and generalizes the contemporary Big Bang model. The general force and conservation equations of radiated and matter fields are deduced systematically from the Evans field equation. These include the field equations of electrodynamics, dark matter, and the unified or hybrid field.

Key words: Evans field equation, equations of $R$, oscillatory universe, general field and force equations, causal quantization.

14.1 Introduction

The Evans unified field theory [1-10] is based on the well-known geometrical concept of the tetrad [11], but uses and develops the tetrad, in several novel ways. All physics is reduced essentially to the tetrads, and thus to geometry. Unification of the radiated and matter fields of nature is achieved by the synthesis of new equations which are all based on the properties of the tetrad in differential geometry. The basic field equation of nature in this theory is the Evans field equation [1-10]

$$Rq^a_{\mu} = -kTq^a_{\mu},$$  \hspace{1cm} (14.1)
which can be developed systematically in many directions. In Eq. (1), $R$ is scalar curvature \([1-12]\), $T$ the contracted energy-momentum tensor, and $k$ the Einstein constant. The tetrad is denoted by $q^a_\mu$ and in differential geometry is a vector-valued one-form \([11]\). In the Evans unified field theory the tetrad is the potential field and is also governed by the Evans wave equation \([1-10]\)

\[
\Box q^a_\mu = -k T q^a_\mu , \tag{14.2}
\]

derived from the well-known tetrad postulate \([11]\):

\[
D^\nu q^a_\mu = 0 . \tag{14.3}
\]

Figure (1) is a schematic of how the Evans field equation reduces to known equations of physics, and Fig. (2) is a similar schematic for the Evans wave equation.

In this paper, the first of a series dealing with new concepts from the Evans unified field theory, it is shown that the Evans field equation, when combined with the tetrad postulate, produces the following equations for the evoluation of $R$ and $T$:

\[
\frac{1}{R} \partial^\mu R = \pm R \partial^\mu \left( \frac{1}{R} \right) , \tag{14.4}
\]

\[
\frac{1}{T} \partial^\mu T = \pm T \partial^\mu \left( \frac{1}{T} \right) . \tag{14.5}
\]

This is shown in Sec. 2. In Sec. 3 the structure of the most general gauge field and force equations of nature is deduced systematically from Eq. (1). The well-known Einstein field equation for gravitation is one example, out of several new possible structures or classes, of equations to emerge from the Evans field equation. If we accept general relativity, it is therefore likely that these new equations contain a great deal of hitherto undiscovered and unexplored physics. In other words, we proceed rigorously on the basic assumption that all physics is causal and generally covariant, as originally proposed by Einstein \([12]\). These papers \([1-10]\) can therefore be viewed as completing the theory of general relativity, and as extending it to all radiated and matter fields in nature. This is what is meant by “unified field theory.”
14.2 The Evolution Equations Of $R$ And $T$

The field equation (1) is a balance of the identity

\[ D^\mu (Rq^a_\mu) = 0 \] (14.6)

of differential geometry and the conservation equation

\[ D^\mu (Tq^a_\mu) = 0 \] (14.7)

and is therefore a geometrization of physics in terms of the tetrad. The usual form of the Bianchi identity in the general-relativistic theory of gravitation

\[ D^\mu G_{\mu\nu} = 0, \] (14.8)

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \] (14.9)

is a special case of Eq. (6), and the well-known Noether theorem

\[ D^\mu T_{\mu\nu} = 0 \] (14.10)

is a special case of Eq. (7). The Einstein field equation balances Eqs. (8) and (10) to give

\[ R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = k T_{\mu\nu} \] (14.11)

and can be deduced [1-10] as a special case of the Evans field equation. Here

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \] (14.12)

is the well-known Einstein field, where $R_{\mu\nu}$ is the Ricci tensor and $g_{\mu\nu}$ is the symmetric metric tensor of Einstein’s original theory [12]. Finally, $T_{\mu\nu}$ is the well-known symmetric canonical energy-momentum tensor.

These familiar Einsteinian tensors are now known to be special cases of more general tetrad matrices of the Evans field theory and are defined by dot products of tetrads [1-11] as follows:

\[ R_{\mu\nu} = R^a_\mu q^b_\nu \eta_{ab}, \] (14.13)

\[ T_{\mu\nu} = T^a_\mu q^b_\nu \eta_{ab}, \] (14.14)

\[ g_{\mu\nu} = q^a_\mu q^b_\nu \eta_{ab}. \] (14.15)

Here $\eta_{ab}$ is the (diagonal) metric of the Euclidean orthonormal space labelled by the $a$ index of the tetrad [1-11]. The more general field and force equations of nature, introduced systematically in Sec. 3, follow from the fundamental
fact that one can define wedge (or cross) and outer products of tetrads as well as dot products. The wedge products give rise to antisymmetric torsion fields such as the electromagnetic field dual to antisymmetric curvature fields such as the Riemann curvature field \[1-11\], and the outer products give rise to fields in nature which are hitherto ill-understood or unexplored and must be classified theoretically on the basis of symmetry. This is one purpose of this series of papers. One of these fields may be that of dark matter \[13\]. Another type of field is the unified or hybrid field which may become observable in the tiny and hitherto ill-understood effects of electromagnetism on gravitation \[14,15\]. Most generally there exist in the Evans unified field theory symmetric, antisymmetric, and asymmetric fields which originate in the well-known fact \[16\] that any square (in general asymmetric) matrix can be resolved into the sum of symmetric and antisymmetric components. The geometrization of physics inherent in the basic Evans field equation means that each component has a physical significance, i.e., each component is a type of radiated or matter field in nature, some are known, others are unexplored, but all are understood consistently and are thus unified philosophically.

To understand nature, study geometry: the essence of general relativity.

In order to derive Eqs. (4) and (5), start from the Evans field Eq. (1) and use the following relations:

\[ G^a_{\mu} = -\frac{1}{4} R q^a_{\mu}, \]  
\[ T^a_{\mu} = \frac{1}{4} T q^a_{\mu}. \]

Equations (16) and (17) are derived from the definitions \[1-12\] of \( R \) and \( T \) introduced originally by Einstein \[12\]:

\[ R = g^{\mu\nu} R_{\mu\nu}, \quad T = g^{\mu\nu} T_{\mu\nu}. \]

Using the Einstein convention \[12\]

\[ g^{\mu\nu} q_{\mu\nu} = 4 \]

and the Cartan convention \[11\]

\[ q^a_{\mu} q^a_{\mu} = 1, \]

together with the definitions (13) and (14), we obtain:

\[ R = g^{\mu\nu} R_{\mu\nu} = q^a_{\mu} q^b_{\nu} q^a_{\mu} R^b_{\nu} q^a_{\mu} \neq_{\mu} \theta_{\mu} \]
\[ = (q^a_{\mu} q^a_{\mu} q^a_{\mu} R^a_{\mu}) = 4 q^a_{\mu} R^a_{\mu}. \]

Multiply either side of Eq. (21) by \( q^a_{\mu} \) to obtain
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\[ R^\alpha_\mu = \frac{1}{4} Rq^\alpha_\mu, \quad (14.22) \]
\[ G^\alpha_\mu = R^\alpha_\mu - \frac{1}{2} Rq^\alpha_\mu = -\frac{1}{4} Rq^\alpha_\mu, \quad (14.23) \]

which is Eq. (16). Similarly, we obtain Eq. (17).

Substitution of Eqs. (16) and (17) in the Evans field Eq. (1) gives

\[ G^\alpha_\mu = kT^\alpha_\mu. \quad (14.24) \]

We first show as follows that Eq. (24) leads to the Einstein field equation as a particular case by writing Eq. (24) in the form

\[ \frac{1}{4} Rq^\alpha_\mu - \frac{1}{2} Rq^\alpha_\mu = \frac{1}{4} kTq^\alpha_\mu. \quad (14.25) \]

Multiply both sides of Eq. (25) by $q^b_\nu \eta_{ab}$ to get the Einstein field Eq. (11).

The latter is therefore a structure that is derivable straightforwardly from the more general Evans field Eqs. (1) or (24) by forming dot products of tetrads. The latter reveal the inner or deeper structure of the well-known Einstein field equation. It follows that the most general form of the Bianchi identity of geometry is

\[ D^\mu G^\alpha_\mu = 0, \quad (14.26) \]

and the most general conservation law of physics is consequently

\[ D^\mu T^\alpha_\mu = 0. \quad (14.27) \]

Consider now a special case of the tetrad postulate (3):

\[ D^\mu q^\alpha_\mu = 0, \quad (14.28) \]

a special case which follows from Eq. (3) on using

\[ D^\mu q^\alpha_\mu = D^0 q^\alpha_0 + D^1 q^\alpha_1 + D^2 q^\alpha_2 + D^3 q^\alpha_3 = 0. \quad (14.29) \]

The Evans identity (26) can therefore be developed using Eq. (28) as:

\[ D^\mu (Rq^\alpha_\mu) = RD^\mu q^\alpha_\mu + q^\alpha_\mu D^\mu R = q^\alpha_\mu D^\mu R = 0. \quad (14.30) \]

Similarly the Evans conservation law (27) can be developed as

\[ D^\mu (Tq^\alpha_\mu) = q^\alpha_\mu D^\mu T = 0, \quad (14.31) \]

where $R = -kT$ for all radiated and matter fields.

On using the well-known geometrical result [11] that the covariant derivative acting on any scalar quantity is the ordinary derivative:

\[ D^\mu = \partial^\mu, \quad D^\mu T = \partial^\mu T, \quad (14.32) \]
Equations (30) and (31) become
\[ q^a_\mu \partial^\mu R = 0, \quad q^a_\mu \partial^\mu T = 0, \]  
(14.33)
and the Evans field equation becomes the identity
\[ q^a_\mu \partial^\mu (R + kT) = 0, \]  
(14.34)
where
\[ q^a_\mu \partial^\mu R = q^a_\mu \partial^\mu T = 0. \]  
(14.35)

Equation (34) is similar in structure to the Evans wave equation (2), but Eq. (34) is an identity because \( R \) is \( -kT \). The Evans identity (30) shows that \( \partial^\mu R \) is orthogonal to the tetrad \( q^a_\mu \) in the non-Minkowski base manifold indexed \( \mu \). Similarly, the Evans conservation law (31) shows that \( \partial^\mu T \) is orthogonal to the tetrad. These results give deeper insight into the meaning of the Bianchi identity and the Noether theorem.

From Eq. (22),
\[ q^a_\mu = 4RR^a_\mu, \]  
(14.36)
and, using Eq. (28),
\[ D^\mu \left( \frac{4}{R} R^a_\mu \right) = 0, \]  
(14.37)
i.e.,
\[ R^a_\mu D^\mu \left( \frac{4}{R} \right) = 0. \]  
(14.38)

Therefore, Eq. (38) shows that
\[ Rq^a_\mu D^\mu \left( \frac{1}{R} \right) = 0. \]  
(14.39)
Equations (30) and (39) show that
\[ \partial^\mu R \propto \pm R \partial^\mu \left( \frac{1}{R} \right), \]  
(14.40)
where the coefficient of proportionality must in general be scalar curvature \( R \). Thus we arrive at Eq. (4). Replacing \( R \) by \( -kT \) gives Eq. (5), and differentiating Eq. (4) leads to
\[ \Box R = \pm R^2 \Box \left( \frac{1}{R} \right). \]  
(14.41)

Equations (4) and (41) must have analytical solutions in general, i.e., \( R \) must be continuously differentiable. If we consider
\[ \frac{1}{R} \partial^\mu R = -R \partial^\mu \left( \frac{1}{R} \right) \]  
(14.42)
or, specifically, the time component

\[ \frac{1}{R} \frac{\partial R}{\partial t} = -R \frac{\partial}{\partial t} \left( \frac{1}{R} \right), \]  

(14.43)

then a solution of Eq. (43) is seen to be

\[ R = R_0 e^{i\omega t}, \]  

(14.44)

with a real part

\[ \text{Re}(R) = R_0 \cos \omega t. \]  

(14.45)

The cosine function is bounded by plus or minus unity and never goes to infinity. Therefore there can be no singularity in the scalar curvature \( R \). It follows from Eq. (18) that there is never a singularity in the metric \( g_{\mu \nu} \) or Ricci tensor \( R_{\mu \nu} \). In other words, the universe evolves without a singularity, and it follows that the well-known singularity theorems built around the Einstein field equation do not have any physical meaning. These singularity theorems are complicated misinterpretations. In other words, general relativity must always be a field theory that is everywhere analytical [17]. Similarly, the older Newton theory must be everywhere analytical. There are no singularities in nature. Equation (45) shows that the universe can contract to a dense state, but then re-expands and re-contracts. Apparently we are currently in a state of evolution where the universe is on the whole expanding. This does not mean that every individual part of the universe is expanding. Some parts may be contracting or may be stable with respect to the laboratory observer.

Equations (4) and (41) suggest that all radiated and matter fields evolve through a wave equation. This inference leads to causal wave mechanics. The Evans wave equation (2) is an equation of wave mechanics in which the eigenfunction is the tetrad. The evolution of the tetrad is causal, in the sense that there is no Heisenberg uncertainty principle in general relativity, and there is no need for such a principle to describe nature. The uncertainty principle is subjective; it essentially asserts that nature is unknowable and that measurement is subjective. Any assertion about the unknowable, however, is inevitably subjective in itself, is unmeasurable by definition, and is therefore outside the domain of natural philosophy. General relativity is fundamentally incompatible with this principle, because general relativity asserts that nature is knowable and objectively measurable, given the equations that govern it. These are now known to be the equations of the Evans unified field theory. Figures (1) and (2) summarize how well-known and tested equations of classical and quantum mechanics emerge [1-10] from the Evans unified field theory. The latter unifies all radiated and matter fields and also unifies general relativity and quantum mechanics. Wave equations may also be constructed in which the eigenfunction is \( R \) or \( T \), proving in another way that nature is knowable, because \( R \) and \( T \) are governed by general relativity. In the rest of this section we illustrate the construction of this class of wave equations from the original Einstein field theory itself. This exercise can be repeated to give
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a more general class of such wave equations based on the Evans unified field theory.

The starting point for this class of wave equation are the Einsteinian definitions [12]

\[ R = R_{\mu\nu}g^{\mu\nu}, \]
\[ T = T_{\mu\nu}g^{\mu\nu}. \]

(14.46)

(14.47)

Multiplication on both sides by \( g_{\mu\nu} \) gives

\[ Rg_{\mu\nu} = 4R_{\mu\nu}, \quad Tg_{\mu\nu} = 4T_{\mu\nu}, \]

(14.48)

i.e.,

\[ R_{\mu\nu} = \frac{1}{4}R g_{\mu\nu}, \quad T_{\mu\nu} = \frac{1}{4}T g_{\mu\nu}. \]

(14.49)

The restricted or conventional Noether theorem [11] therefore reads

\[ D_\rho (Tg^{\mu\nu}) = g^{\mu\nu}D_\rho T + TD_\rho g^{\mu\nu} = 0. \]

(14.50)

Multiplying this equation by \( g_{\mu\nu} \), we get

\[ D_\rho R = \alpha_\rho R, \]

(14.51)

where

\[ \alpha_\rho = -\frac{1}{4}g_{\rho\nu}D_\mu g^{\mu\nu}. \]

(14.52)

Equation (51) is a first-order differential equation. Similarly,

\[ D_\rho T = \alpha_\rho T. \]

(14.53)

Use of Eqs. (32) gives

\[ \partial_\rho R = \alpha_\rho R, \quad \partial_\rho T = \alpha_\rho T \]

(14.54)

which are first-order equations in the ordinary rather than the covariant derivative.

The wave equations follow straightforwardly by differentiation:

\[ \Box R = \partial^\rho(\alpha_\rho R), \quad \Box T = \partial^\rho(\alpha_\rho T). \]

(14.55)

On using

\[ \partial^\rho(\alpha_\rho R) = \alpha^\rho \partial^\rho R + R\partial^\rho \alpha_\rho, \]

(14.56)

Equation (55) becomes the second-order differential, or wave, equation

\[ \Box R = (\alpha_\rho \alpha^\rho + \partial^\rho \alpha_\rho)R, \]

(14.57)

where

\[ \alpha_\rho \alpha^\rho = \frac{1}{16} (g_{\mu\nu}D_\mu g^{\mu\nu}) (g^{\rho\nu}D^\rho g_{\mu\nu}). \]

(14.58)
14.3 General Wave, Field And Force Equations Of The Evans Theory

The wave equation can be written as

\[(\square + \beta)R = 0,\] (14.59)

where

\[\beta = - (\partial^\nu \alpha_{\mu} + \alpha^\nu \alpha_{\mu}).\] (14.60)

Similarly,

\[(\square + \beta)T = 0.\] (14.61)

Equations (59) and (61) have the structure (see Fig. (2)) of the main wave equations of physics; but, along with the Evans wave equation [1-10], they are also equations of general relativity and therefore causal. They show that R and T are quantized for all radiated and matter fields of nature. We describe this procedure as “causal quantization,” to distinguish it from Heisenberg’s quantization, which is subjective as argued and should have no place within objective, and objectively measurable, natural philosophy. The Evans unified field theory imparts a deterministic structure to nature and resolves the twentieth century debate between the Copenhagen school and the deterministic school in physics, coming down firmly on the latter’s side. The Evans unified field theory also suggests the existence of unexplored areas of physics and develops the standard model into a generally covariant field theory of all radiated and matter fields, while recovering (see Figs. (1) and (2)) the previously known and tested equations of physics. Some of them, for example the Maxwell-Heaviside equations, are developed into structures such as O(3) electrodynamics [18], which has been fully tested experimentally and is compatible with general relativity.

14.3 General Wave, Field And Force Equations Of The Evans Theory

The wave and field equations of this section are generalizations to unified field theory of the well-known wave and gauge field equations of electrodynamics [19]. Consider the Evans field equation in the form

\[Gq^a_{\mu} = kTq^a_{\mu}.\] (14.62)

The unified potential field is the tetrad or vector-valued one-form \(q^a_{\mu}\), which is in general an asymmetric square matrix. The latter can always be written as the sum of symmetric and antisymmetric component square matrices, components that are physically meaningful potential fields of nature:

\[q^a_{\mu} = q^a_{\mu} (S) + q^a_{\mu} (A).\] (14.63)

In the Evans unified field theory the gravitational potential field is identified [1-10] as the tetrad \(q^a_{\mu}\) and the electromagnetic potential field as \(A^{(0)}q^a_{\mu}\).
where \( A^{(0)} \) is measured in \( V \cdot s/m \). The unit of magnetic flux, i.e., the weber (or \( V \cdot s \)) belongs to \( \hbar/e \), the magnetic fluxon, and both \( \hbar \) and \( e \) are manifestations of the principle of least curvature \([1-10]\) of the Evans unified field theory. Both the gravitational and the electromagnetic potential fields can in general have symmetric and antisymmetric components:

\[
A^a_{\mu} = A^{(0)} q^a_{\mu} = A^a_{\mu} (S) + A^a_{\mu} (A),
\]

(14.64)

and all four components appearing in Eqs. (63) and (64) are objectively measurable fields of nature. Geometry shows that there can be two types of gravitational potential fields: \( q^a_{\mu} (S) \) and \( q^a_{\mu} (A) \), and two types of electromagnetic potential field, \( A^a_{\mu} (S) \) and \( A^a_{\mu} (A) \). These four types of field are governed by four Evans field equations:

\[
R_1 q^a_{\mu} (S) = -k T_1 q^a_{\mu} (S),
\]

(14.65)

\[
R_2 q^a_{\mu} (A) = -k T_2 q^a_{\mu} (A),
\]

(14.66)

\[
R_3 A^a_{\mu} (S) = -k T_3 A^a_{\mu} (S),
\]

(14.67)

\[
R_4 A^a_{\mu} (A) = -k T_4 A^a_{\mu} (A),
\]

(14.68)

in which appear four types of canonical energy momentum tensor: symmetric gravitational, antisymmetric gravitational, symmetric electromagnetic, and antisymmetric electromagnetic. In Einstein’s generally covariant theory of gravitation \([12]\), only one type of canonical energy-momentum tensor appears, the symmetric gravitational. In the weak-field limit, the latter gives Newtonian dynamics, in which the force field is centrally directed along the line between two point masses in Newton’s inverse square law. The latter emerges from Einstein’s theory of 1915 \([12]\) as a flat spacetime limit of Riemannian geometry with curvature but no torsion. There is no sense of torsion or spin in Newtonian dynamics and no sense of torsion or spin in Einstein’s generally covariant theory of gravitation \([12]\). In electrostatics, the force field corresponding to the Coulomb inverse square law is also central, and there is no torsion present. In electrodynamics however, there exists the magnetic field, signifying spin, and electrodynamics in the Evans unified field theory \([1-10]\) is a generally covariant theory with torsion as well as curvature. We conclude that the symmetric part of the tetrad \( q^a_{\mu} (S) \) represents the central, gravitational potential field, and the symmetric \( A^a_{\mu} (S) \) represents the central, electrostatic potential field. The antisymmetric \( A^a_{\mu} (A) \) represents the rotating and translating electrodynamic potential field.

The antisymmetric \( q^a_{\mu} (A) \) represents a type of spinning potential field which is \( C \) positive, where \( C \) is charge conjugation symmetry \([20]\). This fundamental potential field of nature is not present in the Einsteinian or Newtonian theories of gravitation as argued and is a field that is governed by the
Evans equation (66). It may be the potential field of dark matter [13], which is observed to constitute the great majority of mass in the vicinity of spiral galaxies. Significantly, the latter are thought to be formed by spinning motion, responsible for their characteristic spiral shape. The field \( q^a_{\mu} (A) \) is not centrally directed and so does not manifest itself in the Newtonian inverse square law in the weak-field limit. (Similarly, the antisymmetric electrodynamic \( A^a_{\mu} (A) \) does not reduce to the Coulomb inverse square law, which must be obtained [1-10] from the symmetric electrostatic \( A^a_{\mu} (S) \).) The antisymmetric \( q^a_{\mu} (A) \) is also the root cause of the well-known Coriolis and centripetal accelerations, which conventionally require a rotating frame not present in Newtonian dynamics. The rotating frame is built into the Evans unified field theory as spacetime torsion.

All of these fields emerge systematically from the tetrad \( q^a_{\mu} \) by splitting it into its symmetric and antisymmetric components and by multiplying them by a \( C \) negative coefficient whose unit is the volt. The original asymmetric tetrad is the unified potential field of nature. The \( C \) negative manifestation of the unified field is \( \zeta^{(0)} q^a_{\mu} \), where \( \zeta^{(0)} \) must be determined experimentally. The coefficient \( \zeta^{(0)} \) determines for example the way in which an electrostatic field affects the gravitational field. All forms of energy-momentum are interconvertible, implying that

\[
T^a_{\mu} = T^a_{\mu} (S) + T^a_{\mu} (A). \tag{14.69}
\]

The interaction field \( \zeta^{(0)} q^a_{\mu} \) and its concomitant \( T^a_{\mu} \) may for example be measurable in the influence of an electrostatic field on the gravitational field [14,15]. If so, the total interaction between two charged particles would be the sum of the Newton and Coulomb inverse square laws and a hitherto unknown interaction component which must be looked for with high precision balance experiments [14]. For example, there may be a tiny effect of an electrostatic field on a perfect insulator in one arm of a high precision (e.g., picogram resolution) balance. There may also be a tiny effect of mass (perfect insulators) used to unbalance a high precision device such as a Wheatstone bridge. In other words, the fundamental term \( \zeta^{(0)} \) is not present in Einstein’s original theory of general relativity, because that deals only with gravitation. So \( \zeta^{(0)} \) is an example of a new concept of the Evans theory, the subject of this series of papers. The concept of \( \zeta^{(0)} \) has its fundamental origin in thermodynamics: All types of energy-momentum are interconvertible, and so all types of potential field are interconvertible. The mechanism of the interconversion must be found by experiment. Reproducible and repeatable effects of an electric field on gravitation, for example, can be understood within the Evans unified field theory, but not within the standard model.

We may always define the unified field by

\[
G^a_{\mu} = G^{(0)} \left( R^a_{\mu} - \frac{1}{2} R q^a_{\mu} \right). \tag{14.70}
\]
and the unified energy-momentum by

\[ G^a_\mu = G^{(0)}_\mu k T^a_\mu. \] (14.71)

The unified (i.e., most general form of the) Bianchi identity is Eq. (26), and the unified conservation theorem is Eq. (27). By covariant differentiation, we obtain

\[ D_\mu(D^a G^a_\mu) = (D^\rho D^a G^a_\mu = 0, \] (14.72)

and therefore [1-10] arrive at the unified wave equations

\[ (\Box + k T)G^a_\mu = (\Box + k T)T^a_\mu = 0, \] (14.73)

whose eigenfunctions are the unified field \( G^a_\mu \) and the unified \( T^a_\mu \). Self-consistently, these wave equations can be obtained straightforwardly from the Evans wave Eq. (2) on using Eqs. (16) or (17). If \( \zeta^{(0)} \) exists, it is also governed by a wave equation

\[ (\Box + k T)(\zeta^{(0)} q^a_\mu) = 0. \] (14.74)

The Evans lemma [1-10]

\[ \Box q^a_\mu = R q^a_\mu \] (14.75)

gives rise to a class of identities:

\[ \Box G^a_\mu = R G^a_\mu, \] (14.76)

\[ \Box T^a_\mu = R T^a_\mu, \] (14.77)

so that the Bianchi identity is generalized to the wave equation

\[ \Box G^a_\mu = R G^a_\mu = -\frac{1}{4} R^2 q^a_\mu \] (14.78)

and the Noether theorem to the wave equation

\[ \Box T^a_\mu = R T^a_\mu = \frac{1}{4} R T q^a_\mu. \] (14.79)

The most general asymmetric gauge field is

\[ G^{ab}_{\mu\nu} = G^{a}_{\mu\nu} q^b_{\nu} \] (14.80)

and most general \( T^{ab}_{\mu\nu} \) tensor is

\[ T^{ab}_{\mu\nu} = T^{a}_{\mu\nu} q^b_{\nu}. \] (14.81)

These can also be written as sums of symmetric and antisymmetric components:
\[ G^{ab}_{\mu\nu} = G^{ab}_{\mu\nu}^{(S)} + G^{ab}_{\mu\nu}^{(A)}, \quad (14.82) \]
\[ T^{ab}_{\mu\nu} = T^{ab}_{\mu\nu}^{(S)} + T^{ab}_{\mu\nu}^{(A)}. \quad (14.83) \]

The homogeneous field equation is then defined by the Jacobi identity for any antisymmetric matrix,
\[ D_\mu G^{ab}_{\mu\nu}^{(A)} = 0, \quad (14.84) \]
and the general inhomogeneous field equation is defined by
\[ D_\mu \tilde{G}^{ab}_{\mu\nu}^{(A)} = J^{ab}_\nu, \quad (14.85) \]
where \( \tilde{G}^{ab}_{\mu} \) is the dual of \( G^{ab}_{\mu\nu} \):
\[ \tilde{G}^{ab}_{\mu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} G^{\rho\sigma ab(A)} \quad (14.86) \]
and where \( J^{ab}_\nu \) is a general charge-current density. It is also possible to define a general force equation from the asymmetric matrix \( T^{ab}_{\mu\nu} \):
\[ D_\mu T^{ab}_{\mu\nu} = - f^{ab}_\nu. \quad (14.87) \]
Note that Eq. (87) is valid only for a subsystem [21]. For a closed system the net force of Eq. (87) may be zero. Finally, the most general form of the Lorentz force equation may be written as
\[ f^{ab}_\nu \text{(Lorentz)} = G^{ab}_{\mu\nu} J^{\nu ab}, \quad (14.88) \]
showing that the Lorentz force equation is also an equation of general relativity.
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New Concepts From The Evans Unified Field Theory, Part Two: Derivation Of The Heisenberg Equation and Replacement Of The Heisenberg Uncertainty Principle

Summary. The Heisenberg equation of motion is derived from the Evans wave equation of motion of generally covariant unified field/matter theory as the non-relativistic quantum limit of general relativity. The method used is first to derive the free particle Klein Gordon wave equation in the special relativistic limit of the Evans wave equation. The free particle Einstein equation for special relativistic motion (the equation of special relativistic momentum) is found in the classical limit of the Klein Gordon equation, together with the fundamental operator equivalence of quantum mechanics. The free particle Newton equation is found as the non-relativistic limit of the Einstein equation of special relativity (the relativistic momentum equation) by using the definition of relativistic kinetic energy. The time-independent free particle Schrödinger equation is found from the already derived operator equivalence applied to Newton’s equation. Finally the Heisenberg equation is found as a form of the Schrödinger equation. The self consistency of the method used is checked with the rotational form of the Evans field equation. The well known commutator relation which is the basis of the acausal and therefore subjective "uncertainty" principle is derived from causal and therefore objective general relativity using the geometrical concepts of tetrad and torsion. The Planck constant is defined as the minimum quantity of action, or angular momentum, allowed by the Evans Principle of Least Curvature, which together with the Evans Lemma and wave equation, give all the known principles of quantum mechanics from causal general relativity, and also suggest several new laws of nature from which new engineering can evolve and in some sectors, has been implemented already.

Key words: Evans unified field theory, generally covariant unified field theory, Evans wave equation, Evans field equation, Evans Lemma, Heisenberg equation, the Evans principle of least curvature.

15.1 Introduction

The Heisenberg equation [1] is the basis of much of quantum mechanics and matrix mechanics in the non-relativistic limit. In this paper, the second of a series [2] on new concepts from Evans’ generally covariant unified field/matter
theory [3]–[12], the Heisenberg equation is derived self consistently both from
the Evans wave equation and the Evans field equation in rotational form. The
acausal and subjective uncertainty principle of Heisenberg is replaced by a
causal and objective law from general relativity. This new law has the same
mathematical structure as the uncertainty principle but is interpreted using
the well known tetrad and torsion forms of differential geometry [2]–[13]. The
complicated twentieth century dialogue between general relativity and quant-
num mechanics is therefore resolved straightforwardly by realizing that the
wave-function originates in non-Euclidean spacetime which is in general can
produce both curvature and torsion. The key to this philosophical resolution
is the Evans Lemma [2]–[12], which is the subsidiary proposition of the Evans
wave equation, and which asserts that:

\[ \Box q^a_\mu = R q^a_\mu \]  \hspace{1cm} (15.1)

where \(q^a_\mu\) is the tetrad, and \(R\) a scalar curvature. Scalar curvature \(R\) is there-
fore the a eigenvalue of the d’Alembertian \(\Box\), operating on the tetrad \(q^a_\mu\),
as eigenfunction. This quantization of scalar curvature leads directly to the
Evans wave equation:

\[ (\Box + kT) q^a_\mu = 0 \]  \hspace{1cm} (15.2)

using the fundamental Einsteinian relation:

\[ R = -kT \]  \hspace{1cm} (15.3)

where \(k\) is the Einstein constant of general relativity and where \(T\) is the index
contracted canonical energy-momentum tensor [14].

Quantum mechanics is therefore obtained straightforwardly from gen-
eral relativity by recognising that the wavefunction is the tetrad. The latter
is defined for any vector \(V^\mu\) by:

\[ V^a = q^a_\mu V^\mu \]  \hspace{1cm} (15.4)

where \(a\) is the index of the orthonormal spacetime [13] of the base manifold
indexed \(\mu\). The Lemma (15.1) and wave equation (15.2) are then direct mathematical consequences [2]–[12] of the well known and fundamental [13] tetrad
postulate of differential geometry:

\[ D_\nu q^a_\mu = 0 \]  \hspace{1cm} (15.5)

where \(D_\nu\) the covariant derivative. The tetrad is essentially the matrix linking
two frames of reference, one of which [13] is orthogonal and normalized, i.e. is
a Euclidean or flat spacetime, and the other is the non-Euclidean base mani-
fold. The flat spacetime is labelled \(a\) and the base manifold is labelled \(\mu\). The
vector \(V^\mu\) can be defined using a representation space of any dimension, and
the basis set \(a\) can be defined in any appropriate way [13]. The tetrad postu-
late, Lemma and wave equation are true for any dimension of representation
space and any basis representation [2]–[12] (e.g. unit vectors or Pauli matrices). Therefore the Dirac equation and chromodynamics can be derived from the Evans equation by appropriate definition of the tetrad. There are only four physically significant dimensions however, time and three space dimensions. This means that the Evans unified field theory has a great advantage of simplicity over string theory (with its many spurious, unphysical "dimensions"). The Evans theory has been tested extensively against data [2]–[12] and has produced new engineering in several sectors [14]. String theory has produced nothing because it is an unphysical theory. Similarly the Heisenberg uncertainty principle can be of no interest to engineers, or in fact, to physicists. There are many other examples of spurious concepts in the history of science, for example the Aristotelian epicycles which preceded the Kepler laws and the great Newtonian synthesis of 1665.

In Section 15.2 the Heisenberg equation is derived as a quantum non-relativistic limit of the Evans wave equation (15.2). The derivation is checked using the rotational form of the Evans field equation. In Section 15.3 the Heisenberg uncertainty principle is discarded in favor of a new commutator law built up straightforwardly from differential geometry and the Evans principle of least curvature [2]–[12]. The latter identifies the Planck constant as the least unit of action or angular momentum in general relativity. The new law has the same mathematical structure as the older uncertainty principle, but is causal and is derived from general relativity. It is therefore objective in the sense that all physical laws must be objective, must predict events using mathematics, and must be objectively measurable against data. Heisenberg and the Copenhagen School introduced spurious concepts which are not useful in natural philosophy. The most obscure of these is the assertion that certain events are "unknowable" [1]. As soon as this assertion is made, however, the boundaries of natural philosophy are breached, because any assertion on the unknowable is subjective or theistic. Natural philosophy measures data objectively. The Copenhagen School asserts that the measuring process affects data in an acausal or unknowable way. General relativity is diametrically at odds with this assertion, and within general relativity measurement is objective: any event has a measurable cause. Recently [15] copious experimental evidence has been published which shows that the uncertainty principle is, unsurprisingly, untenable.

The Heisenberg EQUATION on the other hand is simply a restatement of the slightly earlier Schrödinger equation, and hardly deserves an appellation. It is given one because of the spurious uncertainty principle whose structure is derived from the form of the Heisenberg equation, or more properly, from the Schrödinger equation and de Broglie wave particle dualism. So in this paper we are at pains to separate the notion of uncertainty principle from our unified field theory. We CAN derive the mathematical form of the uncertainty principle, but do not interpret it in the manner of the Copenhagen School.
15.2 Derivation of the Heisenberg Equation

In its simplest form [1] the Heisenberg equation is:

\[(xp - px) \psi = i\hbar \psi\]  \hspace{1cm} (15.6)

where:

\[p = -i\hbar \frac{\partial}{\partial x}\]  \hspace{1cm} (15.7)

is a differential operator representing momentum, and where \(x\) represents position. Here \(\psi\) is the wavefunction or eigenfunction and \(\hbar\) is the reduced Planck constant \((h/(2\pi))\). Eq. (15.6) is often stated as:

\[xp - px = i\hbar\]  \hspace{1cm} (15.8)

and was spuriously elevated by Heisenberg into a principle [1] which has come to be known as the Heisenberg uncertainty principle, rejected by Einstein and the deterministic School. The operators in Eq. (15.7) are defined as follows:

\[xp\psi = -ix\hbar \frac{\partial \psi}{\partial x}\]  \hspace{1cm} (15.9)

\[px\psi = -i\hbar \frac{\partial}{\partial x} (x\psi) = -i\hbar \left( x \frac{\partial \psi}{\partial x} + \psi \right) .\]  \hspace{1cm} (15.10)

Note that \(p\) operates on the product \(x\psi\) using the Leibnitz Theorem. From Eqs. (15.9) and (15.10)

\[(xp - px) \psi = -i\hbar x \frac{\partial \psi}{\partial x} + i\hbar x \frac{\partial \psi}{\partial x} + i\hbar \psi = i\hbar \psi.\]  \hspace{1cm} (15.11)

The method used to derive Eq. (15.7) from Eq. (15.2) is to first derive the time independent Schrödinger equation [1] in the appropriate limit, then recognise that the Heisenberg equation is a restatement of the Schrödinger equation using the operator equivalence of quantum mechanics, an example of which is Eq. (15.7). The relativistic form of the operator equivalence is DERIVED from the Evans wave equation in the limit of special relativity. In this limit we obtain the Klein-Gordon equation [2–12, 16] from the Evans wave equation. The classical form of the Klein Gordon equation is Einstein’s original definition of relativistic momentum in the special relativistic limit. We then implement standard methods [16] to find the Newton equation as the limit of special relativity when velocities are small compared to the speed of light, \(c\). The time independent Schrödinger equation is the Newton equation after implementation of the operator equivalence already derived from the equivalence of the Klein Gordon and Einstein equations. The Heisenberg equation (15.7) is the time independent Schrödinger equation written in a different way but using the same operator definition.
The Klein Gordon equation is the limit in which the Evans wave equation becomes:

$$\left(\Box + \frac{m^2 c^2}{\hbar^2}\right) q^\mu = 0$$

(15.12)

i.e. is the limit represented by:

$$kT = \left(\frac{mc}{\hbar}\right)^2 = 1/\lambda_c^2$$

(15.13)

where $\lambda_c$ is the Compton wavelength and where $m$ is mass. The limit (15.13) is an example of the principle that equations of general relativity must reduce to equations of special relativity when accelerations (forces) are small in magnitude (free particle limit). This Einsteinian principle dictates that the component of $kT$ originating in rest energy must become the inverse square of the Compton wavelength in the limit of special relativity. The Evans wave equation of motion then describes the motion of a free particle upon which no external forces or accelerations are acting. The modulus of $R$ defined in this limit is the least curvature, and this an example of the Evans principle of least curvature [2]–[12]. The least, or minimum amount of, curvature needed to define the rest energy of any particle is:

$$R_0 = -\frac{m^2 c^2}{\hbar^2}$$

(15.14)

and defines the first Casimir invariant [17] of a particle, its characteristic mass. So spacetime is never everywhere flat. (In an everywhere flat spacetime the universe is empty, there are no particles and no fields, and all energy vanishes identically.) The least curvature (15.14) characterises the mass and Compton wavelength of all elementary particles, including the photon, which must therefore have mass in the Evans unified field theory. More precisely, the artificial distinction between particle and field is rejected in favor of radiated and matter fields [18], and there are no point particles, because there are no singularities. Similarly the singularities of quantum electrodynamics and chromodynamics are eliminated in favor of general relativity because there are no point charges. These illustrate some of the major advantages of the new unified field theory [2]–[12].

The eigenfunction in the limit represented by (15.12) is the tetrad. The wave function of the Klein-Gordon equation is a scalar component of the tetrad, a component which is conventionally [17] written as the scalar field:

$$\phi = q_0^0, q_1^0, \cdots, q_4^4.$$  

(15.15)

The Evans unified field theory therefore shows that the older concept of scalar field in special relativity must be extended to allow for the fact that $\phi$ must always be a tetrad component.

Having found the Klein Gordon equation, the time independent Schrödinger equation can be deduced by first deriving the definition of special relativistic momentum in the form:
\[ E^2 = p^2c^2 + m^2c^4. \quad (15.16) \]

Here \( E \) is conventionally [16] referred to as the total energy, but is more accurately the total kinetic energy of a free particle, which in special relativity has a component:

\[ E_0 = mc^2 \quad (15.17) \]

known as the rest energy. Eq. (15.16) follows from the Klein-Gordon equation by using the fundamental operator equivalence of quantum mechanics [17]:

\[ p^\mu = i\hbar\partial^\mu, \quad (15.18) \]

i.e.

\[ E = i\hbar \frac{\partial}{\partial x}. \quad \mathbf{p} = -i\hbar \mathbf{\nabla}. \quad (15.19) \]

We have therefore derived the operator equivalence from general relativity using the Evans wave equation, the reason being that Eq. (15.16) reduces to the Newton equation in the appropriate limit. In order to derive the Einstein equation (15.16) and the Newton equation the operator equivalence (15.18) is needed. In other words if these well known equations are to be deduced from general relativity UNIFIED with quantum mechanics we are led to the operator equivalence (15.18). Note carefully that in the received opinion the operator equivalence has no justification in general relativity.

Einstein’s original definition of relativistic momentum is:

\[ p = \gamma mv = \left(1 - \frac{v^2}{c^2}\right)^{-1/2} mv \quad (15.20) \]

and is equivalent to Eq. (15.18) To see this develop Eq. (15.20) as follows:

\[ p^2c^2 = \gamma^2 m^2 v^2 c^2 = \gamma^2 m^2 c^4 \left(\frac{v^2}{c^2}\right) \quad (15.21) \]

with:

\[ \frac{v^2}{c^2} = 1 - \frac{1}{\gamma^2} \quad (15.22) \]

where

\[ \frac{1}{\gamma^2} = 1 - \frac{v^2}{c^2}. \quad (15.23) \]

So Eq. (15.20) is:

\[ p^2c^2 = \gamma^2 m^2 c^4 \left(1 - \frac{1}{\gamma^2}\right) = \gamma^2 m^2 c^4 - m^2 c^4 \]

\[ := E^2 - E_0^2 \quad (15.24) \]

which is Eq. (15.16).
This means that the Newton law in special relativity is also modified to:

\[ F = \frac{dp}{dt} = \frac{d}{dt} (\gamma mv). \]  \hspace{1cm} (15.25)

The kinetic energy in special relativity is calculated from the definition (15.25) using the work:

\[ W_{12} = \int_1^2 F \cdot dr = T_2 - T_1. \]  \hspace{1cm} (15.26)

If we start from rest:

\[ W = T = \int \frac{d}{dt} (\gamma mv) \cdot v dt \]  \hspace{1cm} (15.27)

and

\[ T = m \int_0^v vd(\gamma v). \]  \hspace{1cm} (15.28)

Integrating by parts [16]

\[ T = \gamma mv^2 - m \int_0^v \gamma vdv \]

\[ = \gamma mv^2 + mc^2 (1 - v^2/c^2)^{1/2} \bigg|_0^v \]

\[ = \gamma mv^2 + mc^2 (1 - v^2/c^2)^{1/2} - mc^2. \]  \hspace{1cm} (15.29)

The special relativistic kinetic energy is therefore:

\[ T = mc^2 (\gamma - 1). \]  \hspace{1cm} (15.30)

Therefore the rest energy is this kinetic energy multiplied \((\gamma - 1)^{-1}\), showing that the rest energy is kinetic energy and not potential energy.

The Newtonian kinetic energy is now deduced from the equation:

\[ T = mc^2 \left( 1 - \frac{v^2}{c^2} \right)^{-1/2} - mc^2 \]  \hspace{1cm} (15.31)

using the Maclaurin expansion:

\[ \left( 1 - \frac{v^2}{c^2} \right)^{-1/2} = 1 + \frac{1}{2} \frac{v^2}{c^2} + \cdots. \]  \hspace{1cm} (15.32)

when \(v \ll c\) in Eq. (15.31) we obtain Newton’s kinetic energy for a free particle:

\[ T = \frac{1}{2} mv^2 = \frac{p^2}{2m}. \]  \hspace{1cm} (15.33)

The Schrödinger equation for a free particle is, in consequence:
\[
\frac{p^2}{2m} \psi = T \psi
\]  
(15.34)

where \( p \) is the operator defined by Eq. (15.19). Using Eq. (15.19) in Eq. (15.34) produces the usual form of the time independent Schrödinger equation [1]:

\[
-\frac{\hbar^2}{2m} \nabla^2 \psi = T \psi.
\]  
(15.35)

If there is potential energy \( V \) present (as in the harmonic oscillator or Coulomb interaction between proton and electron in an atom) the kinetic energy is written as:

\[
T = E - V
\]  
(15.36)

where \( E \) is the total energy (sum of the kinetic and potential energy). In this case the time independent Schrödinger equation is written as:

\[
-\frac{\hbar^2}{2m} \nabla^2 \psi = (E - V) \psi.
\]  
(15.37)

Eq. (15.37) is most well known as:

\[
\hat{H} \psi = E \psi
\]  
(15.38)

where

\[
\hat{H} := -\frac{\hbar^2}{2m} \nabla^2 + V
\]  
(15.39)

is the hamiltonian operator [1].

Therefore we have derived the time independent Schrödinger equation from a well defined limit of the generally covariant Evans wave equation without using the spurious and unphysical Heisenberg uncertainty principle. The wave function in the Klein Gordon equation has been identified as a scalar component of the tetrad, and not as a probability. It is well known that the probabilistic interpretation of the wave function of the Klein Gordon equation led to its abandonment in favour of the Dirac equation, and therefore the probabilistic interpretation is untenable. This problem with the Klein Gordon equation is remedied in the Evans unified field theory, which shows that its wave function is a tetrad component (a scalar). A tetrad matrix may have negative scalar components in general, whereas a probability cannot be negative. The Dirac equation may also be derived from the Evans wave equation [2]–[12] and in the wave function for the Dirac equation is a four component column vector, the Dirac spinor [17]:

\[
\psi = \begin{bmatrix} \psi^R_1 \\ \psi^R_2 \\ \psi^L_1 \\ \psi^L_2 \end{bmatrix} = \begin{bmatrix} \psi^R_1 \\ \psi^R_2 \\ \psi^L_1 \\ \psi^L_2 \end{bmatrix}.
\]  
(15.40)
The four components of the Dirac spinor are four components of a tetrad which links two Pauli spinors as follows:

\[
\begin{bmatrix}
\psi^R_1 \\
\psi^L_1 \\
\psi^R_2 \\
\psi^L_2
\end{bmatrix}
= \begin{bmatrix}
\psi^R \\
\psi^L
\end{bmatrix}
\begin{bmatrix}
\psi^1 \\
\psi^2
\end{bmatrix}.
\] (15.41)

One Pauli spinor (two component column vector) is defined in the orthonormal space:

\[
\psi^a = \begin{bmatrix}
\psi^R \\
\psi^L
\end{bmatrix}
\] (15.42)

and the other in the base manifold:

\[
\psi^\mu = \begin{bmatrix}
\psi^1 \\
\psi^2
\end{bmatrix}.
\] (15.43)

So the Dirac spinor contains the four tetrad components arranged in a column vector instead of in the 2 x 2 tetrad matrix defined in Eq. (15.41). (Strictly speaking the term "tetrad" should be reserved for a 4 x 4 matrix, and the term "diad" used for a 2 x 2 matrix, but the term "tetrad" is conventionally used generically [13]. The Dirac equation is therefore derived from the Evans wave equation in the free particle limit:

\[
(\Box + \frac{m^2 c^2}{\hbar^2}) \psi = 0
\] (15.44)

and can be considered as four Klein Gordon equations:

\[
(\Box + \frac{m^2 c^2}{\hbar^2}) \psi^R_1 = 0
\]

\[
\vdots
\]

\[
(\Box + \frac{m^2 c^2}{\hbar^2}) \psi^L_2 = 0.
\] (15.45)

The Dirac equation in the form (15.44) is equivalent to:

\[
\left(\gamma^\mu p_\mu - \frac{mc}{\hbar} \right) \psi = 0
\] (15.46)

which is the form originally derived by Dirac [17]. It is well known that the Dirac equation predicts the existence of observable anti-particles in nature, and also predicts the existence of half integral spin, Fermi Dirac statistics, and useful spectral techniques such as ESR, NMR and MRI.

The Evans unified field theory allows the Dirac equation to be identified as a limiting form of the generally covariant Evans wave equation. In the
received opinion (the "standard model") this inference is not made, and the
standard model is not generally covariant, a major shortcoming remedied by
the Evans wave equation.

The Heisenberg equation (15.6) is clearly seen now as a restatement of
the Schrödinger equation (15.35) using the same operator equivalence (15.18).
Note carefully that we have DERIVED this operator definition from general
relativity developed into our unified field theory. The reason why the operator
equivalence has been derived is that we have started from the tetrad postu-
late and Evans Lemma (15.1), which gives a fundamental wave equation of
motion, the Evans wave equation, from the geometrical first principles of gen-
eral relativity. Historically the operator equivalence was used empirically (i.e.
because of the need to explain experimental data [1]) to convert the Newton
equation into a wave equation, the Schrödinger equation. So the Evans unified
field theory is a major advance in understanding because it derives quantum
mechanics from general relativity, an aim of physics throughout the twentieth
century.

The Schrödinger equation (15.35) may also be derived self-consistently
from the a weak field limit of the Evans wave equation [2]–[12]. The tetrad $q^a_{\mu}$ is interpreted classically as a gravitational potential or interaction field
analogous to the original metric used by Einstein [14]. In the weak field limit
the field is assumed to be time-independent and velocities are low compared
with $c$. This means that the relevant component of the tetrad to consider is $q^0_0$
and that the d’Alembertian becomes the negative of the Laplacian. Therefore:

$$(-\nabla^2 + kT)\ q^0_0 = 0, \quad T = \frac{m}{V}. \quad \text{(15.47)}$$

In the weak field limit the tetrad component $q^0_0$ is well approximated by unity,
so we recover the Poisson equation for gravitation:

$$\nabla^2 q^0_0 = \frac{km}{V}. \quad \text{(15.48)}$$

which may be expressed [6] as the inverse square law of Newton:

$$F = mg = \frac{mM}{r^2}k. \quad \text{(15.49)}$$

The principle of equivalence of gravitational and inertial mass means that
Eq. (15.49) also gives the Newtonian kinetic energy (15.33) for a free particle
(upon which no external forces act). In the Newtonian limit the relativistic
momentum (15.20) reduces to $mv$, where $m$ is the inertial mass and the kinetic
energy of the free particle in the Newtonian limit is calculated from the work
integral (15.28) as:

$$T = m \int_0^v vdv = \frac{1}{2}mv^2. \quad \text{(15.50)}$$

The work integral is in turn calculated from the Newton force equation (second
law):
which is derivable from the Poisson equation (15.48), thus checking for self consistency. Having derived the Newtonian kinetic energy self consistently from the Evans equation in two complementary ways, the Schrödinger equation follows by applying the operator equivalence (15.18) to the Newtonian kinetic energy as shown already.

Before proceeding to the derivation of the Heisenberg equation (15.1) from the rotational form of the Evans field equation [2]-[12] a few comments are offered as follows on the correct interpretation of the quantities appearing in the wave equation (15.2), in order to identify and define precisely the kinetic energy, rest energy and potential energy and their associated scalar curvatures.

The total scalar curvature appearing in the Lemma (15.1) is:

\[ R_{\text{total}} = -\Box + R \]  

(15.52)

where the d’Alembertian operator is:

\[ \Box = \frac{1}{\hbar^2} p^\mu p_\mu \]  

(15.53)

through the operator equivalence (15.18). So this operator contains the information on the kinetic energy momentum \( p^\mu \) of a free particle. The rest curvature (15.14) contains the information on the rest energy of the free particle, whose TOTAL curvature vanishes in the limit of special relativity:

\[ R_{\text{total}} = \frac{1}{\hbar^2} (p^\mu p_\mu - m^2 c^2) = 0. \]  

(15.54)

This is what the Einstein equation (15.16) and its quantized version, the Klein Gordon equation, tells us. In general relativity on the other hand, frames can move arbitrarily with respect to each other, and there are accelerations present, represented by curvatures which are not present for a free particle moving with a constant velocity. These curvatures generalize [13, 14] the concept of force in Newtonian dynamics. The characteristics of field/matter are now represented by the Evans wave equation (15.2) and its subsidiary geometrical proposition, the Evans Lemma (15.2). The scalar curvature of the Lemma and wave equation is now made up in general of the rest curvature and curvature due to potential energy:

\[ R = -\frac{m^2 c^2}{\hbar^2} + R_{\text{potential}}. \]  

(15.55)

The potential curvature arises from interaction between particles and fields, for example the Coulomb interaction within an atom, or the Hooke’s law interaction of the harmonic oscillator [1], or in charge/field interaction in electrodynamics. The generally covariant d’Alembert equation for example, is obtained from the Evans wave equation (15.2) by incorporating a current term.
whose origin is potential curvature. The generally covariant Proca equation is the Klein Gordon equation with the generally covariant tetrad potential $A^{\mu}_{a}$ [2]–[12] as eigenfunction or wave function. The Proca equation is for the free photon or field, and contains no potential curvature or energy. The latter is introduced through charge current density when there is field/charge interaction. Consideration of the harmonic oscillator potential energy gives rise to zero point energy in the Evans wave equation, both in a dynamical and electrodynamical context. So in general the contracted energy momentum tensor $T$ contains information on potential energy, depending on the type of problem being considered in areas such as dynamics or electrodynamics. For the free particle the rest curvature is defined by:

$$R_{0} = -kT_{0}, \quad (15.56)$$

where $T_{0}$ is the relevant part of $T$ for the free particle, i.e. its rest energy density $mc^{2}/V_{0}$. We therefore arrive at the concept of rest volume of a particle [2]–[12], a volume defined by:

$$m_{0}V_{0} = \frac{\hbar^{2}k}{c^{2}}. \quad (15.57)$$

The existence of rest volume shows that there are no point particles (mathematical singularities) in our unified field theory, and no point particles in general relativity. This leads to a major advantage over the re-normalization procedures inherent in quantum electrodynamics and quantum chromodynamics, while retaining undiminished and perhaps improving on the accuracy of quantum electrodynamics. Re-normalization was rejected by Dirac and other leading thinkers, despite its accuracy. The latter is an unsurprising consequence of the fact that quantum electrodynamics is a perturbation theory. It would be surprising if it were not accurate. It has been shown [19] that O(3) electrodynamics improves on the accuracy of quantum electrodynamics, and it is now known that O(3) electrodynamics is a consequence of our generally covariant unified field theory [2]–[12]. TOTAL energy in our theory is always conserved, and this is the Noether Theorem. Total charge current density in our theory is also conserved. These conservation laws are recognized as being equivalent to identities of geometry [2]–[12]. In Einstein’s original theory [14] the Noether Theorem is:

$$D^{\mu}T_{\mu\nu} = 0 \quad (15.58)$$

and the Bianchi identity is:

$$D^{\mu}G_{\mu\nu} := 0 \quad (15.59)$$

where:

$$G_{\mu\nu} = kT_{\mu\nu} \quad (15.60)$$

is the Einstein field tensor [13] for classical gravitation. The generally covariant unified field theory of Evans [2]–[12] extends these considerations self
consistently to all radiated and matter fields, and also to quantum mechanics, self consistently including quantum electrodynamics as a generally covariant theory WITHOUT singularities.

We may summarize these considerations through a new concept, total curvature is conserved.

Returning now to our main theme of deriving the Heisenberg equation it is now shown that it is the result of the rotational form of the Evans field equation [2]–[12], which was proposed in March 2003 slightly earlier than the wave equation (April 2003). The Heisenberg equation in the form (15.8) is well known [1] to define angular momentum:

\[ \hat{J}_Z = xp_y - yp_x = \pm m_J \hbar \quad (15.61) \]

where \( \hat{J}_Z \) is the angular momentum operator and \( m_J \) its quantum number, observed for example in atomic and molecular spectra. In our generally covariant theory these rotational quantities are introduced through the torsion form of differential geometry [2]–[13], missing from Einstein’s original theory of classical gravitation, and angular motion or spin is the spinning of spacetime itself, not the motion of an entity imposed on the reference frame of a flat spacetime. Angular momentum components (orbital or intrinsic) are scalar elements of torsion within a factor \( \hbar \). The latter is the minimum quantity of angular momentum in the universe, and so appears for example in the definition (15.14) of minimum particulate mass (the first Casimir invariant of our theory). The second Casimir invariant is the spin invariant, \( B^{(3)} \) examples being \( \hbar \) itself or the fundamental \( B^{(3)} \) spin field introduced by Evans [20] in 1992 to describe the inverse Faraday effect. The concept of Casimir invariants of a particle (its mass and spin) were first introduced by Wigner in 1939 [17] for the Poincare group of special relativity, but in our theory they apply for the Einstein group of general relativity [18].

In cylindrical polar coordinates [1]:

\[ \hat{J}_Z = -i\hbar \left( x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x} \right) = -i\hbar \frac{\partial}{\partial \phi} \quad (15.62) \]

and for a particle on a ring:

\[ \hat{J}_Z \psi = \pm m_e \hbar \psi \quad (15.63) \]

which may be interpreted either as a Heisenberg equation or a Schrödinger equation. The torsion form in our theory is defined by the wedge product of tetrads [2]–[12]:

\[ \tau^c_{\mu \nu} = q^a_{\mu} \wedge q^b_{\nu} \quad (15.64) \]

and is a vector valued two-form anti-symmetric in \( \mu \) and \( \nu \). The definition (15.64) is true for any base manifold, (i.e. for any type of spacetime with both curvature and torsion present) and so may be written as:

\[ \tau^c := q^a \wedge q^b. \quad (15.65) \]
Eq. (15.65) means that the tetrad is a vector valued one-form that may represent angular momentum within a proportionality factor with the correct units. (The tetrad itself is unitless.) It is therefore possible to define a generally covariant angular momentum operator:

\[ \hat{J}q^a_{\mu} = \pm m J_\mu \tag{15.66} \]

for any base manifold. Eq. (15.66) is a rotational form of the Evans field equation [2]–[12]:

\[ \hat{R}q^a_{\mu} = -kTq^a_{\mu} \tag{15.67} \]

where:

\[ \hat{R}q^a_{\mu} = Rq^a_{\mu} \tag{15.68} \]

and

\[ \hat{R} = \Box. \tag{15.69} \]

Eq. (15.69) is the operator equivalence which allows the Evans wave equation to be obtained from the Evans field equation, thus unifying general relativity with wave (or quantum) mechanics. Eq. (15.69) therefore gives more insight to the well known operator equivalence (15.18), which is at the root of the Heisenberg equation.

Consider the solution:

\[ \hat{J}q^a_{\mu} = -m J_\mu \tag{15.70} \]

and multiply each side of Eq. (15.70) by angular frequency \( \omega \):

\[ \omega \hat{J}q^a_{\mu} = -m J_\mu \omega q^a_{\mu}. \tag{15.71} \]

The quantum \( \hbar \omega \) is the quantum of kinetic energy, and so Eq. (15.71) may be written as:

\[ \hat{T}q^a_{\mu} = -Tq^a_{\mu} \tag{15.72} \]

where

\[ T = m J_\mu \frac{\hbar \omega}{c^2 V}. \tag{15.73} \]

Eq. (15.72) can be identified now as the Evans field equation:

\[ Rq^a_{\mu} = -kTq^a_{\mu} \tag{15.74} \]

or Evans wave equation:

\[ \hat{R}q^a_{\mu} = \Box q^a_{\mu} = -kTq^a_{\mu} \tag{15.75} \]

where

\[ \hat{R} = \frac{k \omega \hat{J}}{c^2 V}. \tag{15.76} \]
15.3 Replacement of the Heisenberg Uncertainty Principle

Eq. (15.76) implies that the quantum of energy $\hbar \omega$ for any particle (including of course the photon, for which it was originally defined by Planck) originates in scalar curvature:

$$R = \pm kmJ \frac{\hbar \omega}{c^2 V}.$$  (15.77)

The Heisenberg equation has therefore been derived in a second way from our generally covariant theory [2]–[12] as the non-relativistic quantum limit of Eq. (15.66)

15.3 Replacement of the Heisenberg Uncertainty Principle

In classical general relativity it is always possible to define tetrad matrices with equations such as:

$$x^a = q^a_\mu x^\mu, \quad p^a = q^a_\nu p^\nu$$  (15.78)

which correspond [2]–[12] to:

$$x = 4q^a_\mu x^\mu, \quad p = 4q^a_\nu p^\nu.$$  (15.79)

Using the Cartan convention [13]

$$q^a_\mu q^\mu_a = 1$$  (15.80)

we obtain:

$$x^\mu_a = \frac{1}{4} x q^\mu_a, \quad p^\nu_b = \frac{1}{4} p q^\nu_b.$$  (15.81)

So it is always possible to define:

$$J_c = \frac{1}{16} xpq_a \wedge q_b.$$  (15.82)

In the limit of special relativity, the least curvature principle applies and:

$$J_c \to \hbar q_c$$  (15.83)

so the uncertainty principle is replaced by the classical expression:

$$x_a \wedge p_b \to \hbar \tau_c.$$  (15.84)

Eqn. (15.82) shows that an angular momentum in general relativity is always the wedge product of tetrads. Eqn. (15.84) can be written as:

$$x^a \wedge p^b \geq \hbar \tau^c$$  (15.85)

and is the law governing the least amount of angular momentum in the limit of special relativity. The essence of our argument is to replace the classical and Euclidean:
Heisenberg Equation & Heisenberg Uncertainty Principle

\[ xp - px = 0 \] \hspace{1cm} (15.86)

by a commutator or wedge product of tetrads (Eq. (15.85)) in non-Euclidean spacetime with torsion. Such a spacetime was not considered by Einstein [14] in his original theory of gravitation because he restricted attention to Riemannian spacetime with a zero torsion tensor [13]. The tetrads which make up Eq. (15.85) each obey the tetrad postulate and Evans Lemma and wave equation, so are independently determined in a causal manner.

Heisenberg asserted that complementary observables such as \( x \) and \( p \) cannot be determined simultaneously to an arbitrarily high precision [1]. In other words complete knowledge of both \( x \) and \( p \) is impossible. Atkins [1] describes this obscure assertion as follows: "Some pairs of properties are not just simultaneously unknown, they are unknowable." This type of subjective (and therefore arbitrary) assertion was rejected by Einstein, de Broglie, Schrödinger and followers such as Bohm, Vigier and Sachs throughout the twentieth century. Therefore the originators of quantum mechanics and wave particle dualism steadfastly rejected Heisenberg’s interpretation.

Using the wave particle dualism of de Broglie in its simplest form [1] we may replace \( \hbar \kappa \) for ANY particle, not only the photon. This is the essence of Louis de Broglie’s great theorem. The wave-number \( \kappa \) also becomes a tetrad in the Evans unified field theory and Eq. (15.85) means that the commutator of the wave-number and position in general relativity with torsion has a minimum value, the Planck constant \( \hbar \). It can now be seen that Eq. (15.85) is an extension to angular motion of the phase of a wave, which is conventionally written as the relativistically invariant product \( \kappa^\mu x^\mu \). In the new unified field theory [2]–[12] the phase is governed by the Evans phase law, essentially a generally covariant Stokes law.

We therefore arrive at the equation:

\[ \tau^c = q^a \wedge q^b = \frac{1}{\hbar} x^a \wedge p^b \] \hspace{1cm} (15.87)

for the torsion form, which is missing from Einstein’s original theory of general relativity applied to gravitation [14]. The wave particle dualism is expressed in differential geometry by:

\[ p^b = \hbar \kappa^b \] \hspace{1cm} (15.88)

and so the torsion form is the wedge product:

\[ \tau^c = x^a \wedge \kappa^b. \] \hspace{1cm} (15.89)

Similarly, the symmetric metric is the scalar product:

\[ g_{\mu\nu} = q^a_\mu q^b_\nu \eta_{ab} = x^a_\mu \kappa^b_\nu \eta_{ab} \] \hspace{1cm} (15.90)

and is therefore identified as a phase tensor. The conventional phase of a wave is defined as the generally covariant scalar \( x^b \kappa_\mu \) and is generalized to
15.3 Replacement of the Heisenberg Uncertainty Principle

the Evans phase law [2]–[12] in the new unified field theory. The Berry phase and other topological phases are examples of the Evans phase law.

The action is in general the tensor valued two form:

\begin{equation}
S_{\mu\nu}^{ab} = \hbar q_a^\mu q_b^\nu = \hbar x_a^\mu \kappa_b^\nu = x_a^\mu p_b^\nu = \frac{1}{c} \int \mathcal{L} dx_\mu^a dx_\nu^b \tag{15.91}
\end{equation}

where $\mathcal{L}$ is the scalar lagrangian density. The Evans least curvature principle [2]–[12] unifies the Hamilton least action and Fermat least time principles [1] and implies that the tensor action (15.91) is minimized in generalized Euler Lagrange equations of motion. Experimentally [1], the least observable action is $\hbar$ the Planck constant, and this experimental result is expressible in differential geometrical equations such as:

\begin{equation}
|x^a p^b| \geq \hbar \delta^{ab}, \quad |x^a \kappa^b| \geq \delta^{ab}, \tag{15.92}
\end{equation}

\begin{equation}
|q^a q^b| \geq \delta^{ab}. \tag{15.93}
\end{equation}

Eqn.(15.92) for example means that if the wave-number form $\kappa^b$ becomes very large (high a frequency wave) then the position form $x^a$ becomes very small in to keep $\hbar$ a universal constant as observed. Eq.(15.93) means that the minimum value of the tensor product of tetrads is unity, the everywhere flat-spacetime limit. The Evans wave equation shows that a wave of any kind is a spacetime perturbation, not an entity superimposed on a frame in the flat spacetime limit. The reason for this is that the tetrad is the eigenfunction and that scalar curvature is in consequence itself quantized through the Evans Lemma.

Eq. (15.92) is the generally covariant expression that replaces the Heisenberg uncertainty principle, and Eq. (15.93) replaces Born’s idea that the product of a wavefunction with its complex conjugate is a probability density [1]. These two well known but misguided principles are therefore replaced by straightforward geometrical constraints based on the experimental fact that $\hbar$ is the least observable unit of action and is a universal constant. Every consideration is therefore reduced to geometry as required by general relativity. In the course of this analysis it becomes clear that Einstein and the deterministic School were correct in thinking that quantum mechanics is an incomplete theory. The weaknesses in conventional quantum mechanics are what are conventionally considered its strengths: the uncertainty principle and the Born interpretation of the wave-function. The Evans unified field theory removes these weaknesses and replaces them with equations of differential geometry. The evolution of the wave-function in quantum mechanics is thus recognised as the causal evolution of the tetrad, which is the eigenfunction of a wave equation and therefore characterized by eigenvalues. These eigenvalues are the quanta. The action is in general the tensor valued product of tetrads multiplied by $\hbar$, and therefore the most general tensor valued action form is an object of differential geometry. There is nothing in general relativity which is unknowable, because there is nothing in geometry that is unknowable.
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Development Of The Evans Wave Equations In The Weak-Field Limit: The Electrogravitic Equation

Summary. The Evans wave equation [1]–[3] is developed in the weak-field limit to give the Poisson equation and an electrogravitic equation expressing the electric field strength \( E \) in terms of the acceleration \( g \) due to gravity and a fundamental scalar potential \( \phi^{(0)} \) with the units or volts (joules per coulomb). The electrogravitic equation shows that an electric field strength can be obtained from the acceleration due to gravity, which in general relativity is non-Euclidean spacetime. Therefore an electric field strength can be obtained, in theory, from scalar curvature \( R \).

Key words: Evans wave equation, unified field theory, generally covariant electrodynamics, weak field limit, electrogravitic equation.

16.1 Introduction

Recently, field and wave equations [1]–[3] for grand united field theory (GUFT) have been inferred on the basis that the electromagnetic sector must be generally covariant and that the electromagnetic potential is a tetrad. The tetrad is the one form that is the eigenfunction of the generally covariant Evans wave equation [2], which describes all four fields in GUFT. The gauge invariant electromagnetic field is the torsion form, a wedge product of two tetrads, and is defined by the first Maurer- Cartan structure relation [4]. The homogeneous and inhomogeneous field equations of generally covariant electrodynamics are identities of differential geometry [3, 4] that follow from the fact that the generally covariant potential is a tetrad one form. These inferences follow from the identification of the tangent space of general relativity with the fiber bundle space of gauge theory.

In this Letter, the Evans wave equation is developed in the weak-field limit (16.2) to give the Poisson equations of Newtonian dynamics and of electrostatics. The two Poisson equations are then compared to derive a simple but fundamental electrogravitic equation which shows that electric field strength \( E \) between two charged particles originates in the acceleration due to gravity.
The field strength $E$ is proportional to the acceleration $g$ through the fundamental scalar potential $\phi^{(0)}$ with the units of volts (joules per coulomb). Therefore, it may be inferred from the electrogravitic equation that the electric field strength $E$ originates in non-Euclidean spacetime in the weak-field limit \([1]-[4]\) and therefore from scalar curvature $R$. This theoretical result is supported qualitatively by reproducible and repeatable results from devices such as the motionless electromagnetic generator (MEG) \([5]\). Quantitative experimental tests of the electrogravitic equation will require measurements of the effect of changing mass on electric field strength, in the simplest case the electric field strength generated between two charged particles.

### 16.2 Derivation of the Electrogravitic Equation

The derivation starts from the Evans wave equation for gravitation \([2]\)

\[
(\Box + kT)q^a{}_{\mu} = 0, \quad (16.1)
\]

where $q^a{}_{\mu}$ is the tetrad one-form that describes the gravitational potential, $k$ is Einstein’s constant, $T$ is the contracted energy momentum tensor \([6]\) of Einstein, and $\Box$ is the d’Alembertian operator for flat, or Euclidean, spacetime.

The Evans wave equation for electromagnetism is then

\[
(\Box + kT)A^a{}_{\mu} = 0, \quad (16.2)
\]

where the electromagnetic potential is the tetrad one-form

\[
A^a{}_{\mu} = A^{(0)}q^a{}_{\mu} = \frac{\phi^{(0)}}{c}q^a{}_{\mu}. \quad (16.3)
\]

Here $\phi^{(0)}$ is a fundamental scalar potential and $c$ is the speed of light in vacuum. The gravitational field is given by the second Maurer Cartan structure equation

\[
R^a{}_{b} = D \wedge \omega^a{}_{b}, \quad (16.4)
\]

where $\omega^a{}_{b}$ is the spin connection, and within a factor $A^{(0)}$ the electromagnetic field is given by the first Maurer Cartan structure equation:

\[
T^a = D \wedge q^a \quad (16.5)
\]

where $q^a$ is the tetrad.

In the weak-field limit \([2]-[4]\), Eq. (16.1) reduces to the Poisson equation for Newtonian gravitation:

\[
\nabla^2 \Phi = 4\pi G \rho, \quad (16.6)
\]

where $\Phi$ is the gravitational potential in units of $(m.s^{-1})^2$ and $\rho$ is the mass density in units of $kg.m^{-3}$. Here $G$ is the Newton gravitational constant. In
the same weak-field limit, Eq. (16.2) becomes the Poisson equation for electrotestatics [3]:

$$\nabla^2 \left( \phi^{(0)} \Phi \right) = 4\pi G \left( \phi^{(0)} \rho \right);$$

so, in order to unify the theory of electrotestatics with that of Newtonian gravitation, replace $\Phi$ in the equations of gravitation by $\phi^{(0)} \Phi$ to generate the equations of electrotestatics.

For example, the acceleration due to gravity is

$$g = -\nabla \Phi,$$

and thus the electric field strength is

$$E = -\frac{1}{c^2} \nabla \left( \phi^{(0)} \Phi \right)$$
in S. I. units. Comparison of Eqs. (16.8) and (16.9) gives the electrogravitic equation

$$E = -\frac{\phi^{(0)}}{c^2} g,$$

which shows that the electric field strength between two charged particles originates in the acceleration due to gravity between the two particles. The electric field strength and the acceleration due to gravity therefore become two parts of one field, the electrogravitic field.

16.3 Discussion

The motionless electromagnetic generator [5] (MEG) may provide qualitative evidence for the fact that electric field strength in a circuit can be obtained from non-Euclidean spacetime, and the electrogravitic equation is a simple example of how this process occurs. The electric field in a circuit is generated from the product of the fundamental potential $\phi^{(0)}$ and the acceleration due to gravity, which in general relativity is non-Euclidean spacetime. The fundamental potential in volts is the scaling factor that links the electromagnetic potential to the scalar curvature [3]. The MEG has been precisely replicated [5] and thus is an example of how electric field strength and electromagnetic energy can be obtained from spacetime. However, the MEG is a complicated device; and, in order to test the electrogravitic equation quantitatively, experiments are needed on the simplest level, the interaction of two charged particles. For a given potential $\phi^{(0)}$, the equation shows that changing the mass of one particle, keeping the other mass and two charges constant, should result in a change in the electric field generated between the two particles. If the fundamental potential is known, this effect can be predicted quantitatively. Similarly changing the charge on one particle, keeping the other charge and both masses constant, should result in a small change in the acceleration
due to gravity between the two particles. Again, if we know the fundamental potential precisely, this effect can be calculated quantitatively for comparison with experimental data.

Therefore these are proposed experimental tests of the hypothesis leading to the Evans equation [1]–[3]. A considerable amount of data in optics and other effects are available which prove beyond reasonable doubt the existence of the Evans-Vigier field $B^{(3)}[7]$, the fundamental field of generally covariant electrodynamics.
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The Spinning and Curving of Spacetime: The Electromagnetic and Gravitational Fields In The Evans Unified Field Theory

Summary. The unification of the gravitational and electromagnetic fields achieved geometrically in the generally covariant unified field theory of Evans implies that electromagnetism is the spinning of spacetime, gravitation is the curving of spacetime. The homogeneous unified field equation of Evans is a balance of spacetime spin and curvature and governs the influence of electromagnetism on gravitation using the first Bianchi identity of differential geometry. The second Bianchi identity of differential geometry is shown to lead to the conservation law of the Evans unified field, and also to a generalization of the Einstein field equation for the unified field. Rigorous mathematical proofs are given in appendices of the four equations of differential geometry which are the cornerstones of the Evans unified field theory: the first and second Maurer Cartan structure relations and the first and second Bianchi identities. As an example of the theory the origin of wavenumber and frequency is traced to elements of the torsion tensor of spinning spacetime.

Key words: Evans unified field theory, spinning and curving spacetime, origin of the wavenumber and frequency.

17.1 Introduction

From 1925 to 1955 Einstein made various attempts to unify the gravitational and electromagnetic fields within general relativity. These attempts are summarized in updated appendices of various editions of ref. [1] and are all based on geometry. The gravitational sector of the unified field was developed by Einstein and others in terms of Riemann geometry with a symmetric Christoffel connection, \( \Gamma^\kappa_{\mu\nu} \), which implies the first Bianchi identity:

\[
R_{\sigma\mu\nu\rho} + R_{\sigma\nu\rho\mu} + R_{\sigma\rho\mu\nu} = 0
\]  (17.1)

by symmetry [2]. In Eq (17.1) \( R_{\sigma\mu\nu\rho} \) is the Riemann or curvature tensor with lowered indices, defined by:

\[
R_{\sigma\mu\nu\rho} = g_{\sigma\kappa}R^\kappa_{\mu\nu\rho}
\]  (17.2)
where $g_{\sigma \kappa}$ is the symmetric metric tensor [1]. The Riemann curvature tensor is defined in terms of the gamma connection $\Gamma^ \kappa_{\mu \nu}$ by:

$$R^\rho_{\sigma \mu \nu} = \partial_\mu \Gamma^\rho_{\nu \sigma} - \partial_\nu \Gamma^\rho_{\mu \sigma} + \Gamma^\rho_{\mu \lambda} \Gamma^{\lambda}_{\nu \sigma} - \Gamma^\rho_{\nu \lambda} \Gamma^{\lambda}_{\mu \sigma}. \quad (17.3)$$

Eq (17.3) is true for any kind of gamma connection, as is the second Bianchi identity:

$$D^\lambda R^\rho_{\sigma \mu \nu} + D^\rho R^\sigma_{\lambda \mu \nu} + D^\sigma R^\lambda_{\rho \mu \nu} := 0 \quad (17.4)$$

where $D^\wedge$ is the covariant derivative [2] defined with the general gamma connection of any symmetry. The symmetric Christoffel connection is the special case where the gamma connection is symmetric and defined by:

$$\Gamma^ \kappa_{\mu \nu} = \Gamma^{\kappa}_{\nu \mu}. \quad (17.5)$$

Using the metric compatibility postulate [2]:

$$D_\rho g^{\mu \nu} = 0 \quad (17.6)$$

the symmetric Christoffel connection can be expressed in terms of the symmetric metric:

$$\Gamma^\sigma_{\mu \nu} = \frac{1}{2} g^{\sigma \rho} \left( \partial_\mu g_{\nu \rho} + \partial_\nu g_{\rho \mu} - \partial_\rho g_{\mu \nu} \right). \quad (17.7)$$

The use of Eq. (17.7) automatically implies that the torsion tensor $T^\kappa_{\mu \nu}$ vanishes:

$$T^\kappa_{\mu \nu} = \Gamma^\kappa_{\nu \mu} - \Gamma^\kappa_{\mu \nu} \quad (17.8)$$

So Einstein’s famous gravitational theory is one in which there is no spacetime torsion or spinning. The first Bianchi identity (1) is also a special case therefore, defined by Eq. (17.5). More generally the cyclic sum in Eq. (17.1) is NOT zero if the gamma connection is not symmetric, and this turns out to be of fundamental importance for unified field theory: any mutual influence of gravitation upon electromagnetism depends on the fact that Eq. (17.1) does not hold in general. In contrast, note carefully that the second Bianchi identity (4) is ALWAYS true for any type of connection, because it is fundamentally the cyclic sum of commutators of covariant derivatives [2]:

$$[[D_\lambda, D_\rho], D_\sigma] + [[D_\sigma, D_\lambda], D_\rho] + [[D_\rho, D_\sigma], D_\lambda] := 0. \quad (17.9)$$

The above are the well known geometrical equations that are the cornerstones of Einstein’s generally covariant theory of gravitation [1, 2].

The type of Riemann geometry almost always used by Einstein and others [2] for generally covariant gravitational field theory is a special case of the more general Cartan differential geometry [2] in which the connection is no longer symmetric and which the metric is in general the outer or tensor product of two more fundamental tetrads $q^a_{\mu}$. Thus, in differential geometry the metric tensor is in general an asymmetric matrix. Any asymmetric matrix is always the sum of a symmetric matrix and an antisymmetric matrix [3],
so it is possible to construct an antisymmetric metric tensor. The symmetric metric used by Einstein to describe gravitation is therefore the special case defined by the inner or dot product of two tetrads [2]:

\[ g_{\mu\nu} = q^a_\mu q^b_\nu \eta_{ab} \]  

(17.10)

where \( \eta_{ab} \) is the diagonal, constant metric in the orthonormal or flat spacetime of the tetrad, indexed a:

\[ \eta_{ab} = \text{diag} (-1, 1, 1, 1) \]  

(17.11)

Any attempt to construct a generally covariant unified field theory of all radiated and matter fields must therefore be based on differential geometry and must be based on the tetrad rather than the metric. The fundamental reason for this is that electromagnetism is known experimentally to be a spin phenomenon, and spin does not enter into Einstein’s theory of gravitation because the torsion tensor vanishes as we have argued. Therefore a unified field theory must be based on geometry (such as differential geometry) that considers a non-zero torsion tensor as well as a non-zero curvature tensor. The conclusive advantage of a geometrical theory of fields over a gauge theory of fields is that the tangent bundle spacetime indexed a in the former theory is geometrical and therefore physical from the outset, whereas the fiber bundle spacetime of gauge theory is abstract and is a mathematical construct imposed for convenience on the base manifold without any reference to geometry. Thus gauge theory can never be a valid theory of general relativity because the latter is fundamentally based on geometry and must always be developed logically therefrom. Proceeding on this fundamental geometrical hypothesis of general relativity, therefore, the Evans unified field theory follows straightforwardly by tracing its origins to the fundamental equations that define differential geometry. These fundamental equations of differential geometry become the fundamental equations of the unified field theory through the Evans Ansatz [4]:

\[ A^a_\mu = A^{(0)} q^a_\mu. \]  

(17.12)

In Eq. (17.4) \( A^a_\mu \) is the potential field of the electromagnetic sector of the unified field and the tetrad \( q^a_\mu \) is the fundamental building block of the gravitational sector. Here \( A^{(0)} \) denotes a \( \hat{C} \) negative scalar originating in the magnetic fluxon \( h/e \), a primordial and universal constant of physics. Here \( h \) is the reduced Planck constant \( h/(2\pi) \) and \( e \) the charge on the proton (the negative of the charge on the electron):

\[ h = 1.05459 \times 10^{-34} J s, \]  

(17.13)

\[ e = 1.60219 \times 10^{-19} C. \]  

(17.14)

In Section 17.2 we give the four fundamental equations of differential geometry: the first and second Maurer Cartan structure relations and the first and
second Bianchi identities and transform them into the equations of the Evans unified field [5]–[20] using Eq. (17.12). The rigorous mathematical proofs of all four equations are given in Appendices A to D.

In Section 17.3 the Maxwell Heaviside and Einstein limits of the Evans unified field theory are derived and discussed and in Section 17.4 a discussion is given of the implications of the unified field theory in evolution and various new technologies based on the ability of the gravitational and electromagnetic fields to be mutually influential.

17.2 The Fundamental Equations

The fundamental equations of the unified field theory are the fundamental equations of differential geometry [2], namely the two Maurer Cartan structure relations and the two Bianchi identities. There are two fundamental differential forms [2] that together describe any spacetime, the torsion or spin form and Riemann or curvature form. Any radiated or matter field in general relativity is therefore defined in terms of these forms. The structure relations of differential geometry define the spin and curvature forms respectively as the covariant exterior derivatives of the tetrad form and spin connection one-form:

\[ T^a = D \wedge q^a = d \wedge q^a + \omega^a_b \wedge q^b, \]  
\[ R^a_b = D \wedge \omega^a_b = d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b, \]  
\[ D \wedge T^a := R^a_b \wedge q^b, \]  
\[ D \wedge R^a_b := 0. \]

(17.15) 
(17.16) 
(17.17) 
(17.18)

It is shown rigorously in the Appendices that these definitions are equivalent to the definitions of the spin and curvature tensors in terms of the gamma connection of any symmetry. Differential geometry is valid for any spacetime and any type of connection, and this realization is a key step towards the evolution of the Evans unified field theory, the first successful unified theory of the gravitational and electromagnetic fields.

The other two fundamental equations of differential geometry are the first and second Bianchi identities [2]:

\[ D \wedge T^a := R^a_b \wedge q^b, \]  
\[ D \wedge R^a_b := 0. \]

(17.15) 
(17.18)

These are written out in tensor notation and rigorously proven in the Appendices. The first Bianchi identity (17) generalizes Eq. (17.1), and the second Bianchi identity, Eq. (17.18), is Eq. (17.4) defined for any type of connection.

Eqs. (17.15) to (17.18) are the four cornerstones of any unified field theory based on geometry, i.e., of any generally covariant unified field theory. They are transformed into equations of the unified field using the Ansatz (17.12), and so Eqs. (17.15) and (17.17) become:

\[ F^a = D \wedge A^a = d \wedge A^a + \omega^a_b \wedge A^b, \]  
\[ D \wedge F^a := R^a_b \wedge A^b. \]

(17.19) 
(17.20)
Eq. (17.19) defines the field in terms of the potential, Eq. (17.20) is the homogeneous field equation of the electromagnetic sector. Eqs. (17.16) and (17.18) define the gravitational sector for any connection. In general both the spin and curvature forms are non-zero and so Eq. (17.20) demonstrates the way in which the gravitational field may influence the electromagnetic field and vice-versa. The extent to which this occurs must be found experimentally but Eq (17.20) shows that it is possible through a balance of spin and curvature in differential geometry. When both sides of Eq. (17.20) are non-zero the electromagnetic field can be influenced by the gravitational field and the gravitational field can be influenced by the electromagnetic field. In the first instance it then becomes possible to build electric power stations from space-time curved by mass, and in the second instance it becomes possible to build counter gravitational devices built from electromagnetic technology. The possibility of such technologies must be tested by high precision experiments [21]. It seems likely that the chances of success are maximised by using high intensity femtosecond laser pulses incident on a high precision gravimeter in a high vacuum. The latter is used to remove "ion wind" artifact, i.e. extraneous effects due to atmospheric charging.

If it is found within experimental uncertainty that there is no effect of the gravitational field on the electromagnetic field and vice versa then the primordial Evans field has split entirely during the course of billions of years of evolution into what we term "pure electromagnetism" and "pure gravitation". These independent fields are described by the unified field equation:

\[ d \wedge F^a = 0. \] (17.21)

This is evidently an equation of differential geometry in the limit:

\[ d \wedge F^a = 0, \] (17.22)

\[ R^a_b \wedge A^b = \omega^a_b \wedge F^b, \] (17.23)

and so is a generally covariant unified field equation. In the following section we discuss this equation further in order to define precisely the Einsteinian and Maxwell - Heaviside limits of the Evans field theory.

### 17.3 Limiting Forms of the Evans Field

The Einsteinian limit is defined by:

\[ T^a = 0, \] (17.24)

so the torsion or spin form vanishes and we recover the equations of the introduction. In the language of differential geometry the Einstein field theory is therefore:
It is defined by the two Bianchi identities with a symmetric Christoffel symbol, and by the structure relations for zero torsion or spin form. The first structure relation in the Einstein theory gives a differential equation for the tetrad in terms of the spin connection:

\[ d \wedge q^a = - \omega^a_{\ b} \wedge q^b \]  

(17.29)

which is equivalent to Eq. (17.7) of the introduction. The second Bianchi identity of the Einstein field theory, Eq. (17.28), leads directly \[2\] to the well known Einstein field equation. In tensor notation this is:

\[ G_{\mu\nu} = k T_{\mu\nu} \]  

(17.30)

where:

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} \]  

(17.31)

is the Einstein field tensor. The Ricci tensor \( R_{\mu\nu} \) and the metric \( g_{\mu\nu} \) are symmetric in the Einstein field theory because the Christoffel connection is symmetric in its lower two indices (Eq. (17.5)). In the more general Evans unified field theory the Ricci tensor and the metric tensor are asymmetric matrices with anti-symmetric components representing spin. In the Einstein theory the tetrad postulate \[2\] of differential geometry:

\[ D^\mu q^a_{\ \mu} = 0 \]  

(17.32)

is specialized to the metric compatibility condition \[2\] for a symmetric metric:

\[ D^\rho g^{\mu\rho} = D^\rho g_{\mu\rho} = 0. \]  

(17.33)

Finally the canonical energy-momentum tensor is symmetric in the Einstein limit and is used in the well known Noether Theorem \[2\]:

\[ D^\mu T_{\mu\nu} = 0. \]  

(17.34)

More generally \( T_{\mu\nu} \) is asymmetric in the Evans theory and therefore has an anti-symmetric component representing canonical angular energy/angular momentum.

So the Einstein limit of the Evans unified field theory is a special case in which the spinning of spacetime is not considered.

The Maxwell Heaviside theory of the electromagnetic field is older than general relativity and is conceptually a different theory in which the field is
an abstract, mathematical entity superimposed on flat or Minkowski spacetime. In general relativity on the other hand the field is always non-Euclidean geometry itself and so must be the frame of reference itself. General relativity is simpler (one concept, the frame, instead of two concepts, field and frame) and is therefore the preferred theory by Ockham’s Razor. The simplest way of thinking about this conceptual jump is to think of a helix. In general relativity the helix is the spinning and translating baseline, while in Maxwell Heaviside theory the helix is the abstract field superimposed on a static frame. If we restrict attention to three space dimensions the flat frame is the static Cartesian frame. In differential geometry the spinning and translating frame is the base manifold for the electromagnetic field, labelled, $\mu$, and the tangent bundle is described by a Minkowski spacetime labelled $a$. The tetrad is defined for the electromagnetic field by:

$$V^a = q^a_{\mu} V^\mu$$

(17.35)

where $V^\mu$ is a vector in the base manifold, and where $V^a$ is a vector in the tangent bundle. The tetrad is therefore the four by four invertible transformation matrix [2] between base manifold and tangent bundle. The tetrad is therefore a geometrical construct as required for general relativity. Circular polarization, discovered experimentally by Arago in 1811, is described geometrically by elements of $A^a_{\mu}$ from Eq. (17.12), i.e. by the following complex valued tetrad elements:

$$A^{(1)}_x = \left(\frac{A^{(0)}}{\sqrt{2}}\right) e^{i\phi},$$

(17.36)

$$A^{(1)}_y = -i \left(\frac{A^{(0)}}{\sqrt{2}}\right) e^{i\phi},$$

(17.37)

where $\phi$ is the electromagnetic phase. The complex conjugates of these elements are:

$$A^{(2)}_x = \left(\frac{A^{(0)}}{\sqrt{2}}\right) e^{-i\phi},$$

(17.38)

$$A^{(2)}_y = i \left(\frac{A^{(0)}}{\sqrt{2}}\right) e^{-i\phi}.$$  

(17.39)

Therefore these tetrad elements are individual components of the following vectors:

$$A^{(1)} = \left(\frac{A^{(0)}}{\sqrt{2}}\right) (i - ij) e^{i\phi},$$

(17.40)

$$A^{(2)} = \left(\frac{A^{(0)}}{\sqrt{2}}\right) (i + ij) e^{-i\phi},$$

(17.41)

representing a spinning and forward moving frame. This frame is multiplied by $A^{(0)}$ to give the generally covariant electromagnetic potential field. In 1992 it was inferred by Evans [22] that these vectors define the Evans spin field, $B^{(3)}$, of electromagnetism:

$$B^{(3)*} = -ig A^{(1)} \times A^{(2)}.$$  

(17.42)
where $g$ is defined by the wavenumber:

$$g = \frac{\kappa}{A^{(0)}} \tag{17.43}$$

The Evans spin field is a fundamental spin invariant of general relativity and is observed through the fact \cite{23} that circularly polarized electromagnetic radiation of any frequency magnetizes any material. This reproducible and repeatable phenomenon is known as the inverse Faraday effect.

In order to reach the Maxwell Heaviside limit from the Evans field theory we must make the above important conceptual adjustments and consider the limit:

$$R^a_{\ b} \wedge q^b = \omega^a_{\ b} \wedge T^b \tag{17.44}$$

i.e. the limit reached when there is no gravitation curvature, but when there is spacetime spin defined by the following differential geometry:

$$T^a = D \wedge q^a, \tag{17.45}$$

$$d \wedge T^a = 0, \tag{17.46}$$

$$D \wedge \omega^a_{\ b} = 0. \tag{17.47}$$

In this geometry the Riemann or curvature form is zero so the second Bianchi identity becomes a differential equation for the gravitational spin connection:

$$d \wedge \omega^a_{\ b} = -\omega^a_{\ c} \wedge \omega^c_{\ b}. \tag{17.48}$$

This is therefore the underlying differential geometry that defines the pure, generally covariant, electromagnetic field if it has split away completely from the gravitational field during the course of billions of years of evolution. If there is any residual influence of gravitation upon electromagnetism and vice versa to be found experimentally then BOTH the curvature and spin forms are experimentally non-zero, and the Evans unified field is described by the differential geometry of Section 17.2 - the geometry of the primordial Evans field.

In general relativity, once we have found the geometry we understand the physics.

For pure electromagnetism the geometry translates into its field equations using the Ansatz (17.12) to give:

$$F^a = D \wedge A^a, \tag{17.49}$$

$$d \wedge F^a = 0, \tag{17.50}$$

and the gravitational equation

$$d \wedge \omega^a_{\ b} = -\omega^a_{\ c} \wedge \omega^c_{\ b}. \tag{17.51}$$

The electromagnetic field is thus always defined through the spin connection by:
Generally covariant non-linear optics is therefore generated by expanding the spin connection in terms of the tetrad or potential as follows:

\[ \omega^a_b A^b = -g A^b \wedge (A^c + g \epsilon^{cde} A^d A^e + g^2 \epsilon^{efgh} A^f A^g A^h + \cdots ). \]  \hfill (17.53)

All observable non-linear optical phenomena are therefore phenomena of spinning spacetime always describable by a well defined spin connection. The Maxwell Heaviside theory is the weak field limit or linear limit described by:

\[ F^a = d \wedge A^a. \]  \hfill (17.54)

The Maxwell Heaviside theory is further restricted by the fact that it implicitly suppresses the index \( a \), meaning that only one unwritten scalar component of the tangent bundle spacetime is considered, and then only implicitly. In other words the tangent bundle is ill defined in the Maxwell Heaviside field theory. More generally, in the Evans unified field theory, there are four physical components of the Minkowski spacetime of the tangent bundle: \( (ct, X, Y, Z) \), although \( a \) can represent any suitable set of basis elements such as unit vectors or Pauli matrices [2] in any well defined mathematical representation space of the physical tangent bundle spacetime. Suppressing the index \( a \) gives the familiar equations:

\[ F = d \wedge A, \]  \hfill (17.55)
\[ d \wedge F = 0. \]  \hfill (17.56)

These are the Maxwell Heaviside equations in differential geometric notation. The second equation is a combination of the Gauss Law and the Faraday Law of induction. Therefore in order to construct a unified field theory with differential geometry it is necessary to recognise that the Maxwell Heaviside structure is incomplete.

The inference of the Evans spin field in 1992 [21] was the first step towards this recognition of the incompleteness of the Maxwell Heaviside theory, and therefore towards the the unified field theory long sought after by Einstein[1] and others. The Evans spin field is the torsion or spin form component defined by the wedge product:

\[ B^{(3)*} = -ig A^{(1)} \wedge A^{(2)}. \]  \hfill (17.57)

The inference of \( B^{(3)} \) led to the development [5]–[20] of O(3) electrodynamics, in which the field is defined by:

\[ F^{(3)*} = d \wedge A^{(3)*} - ig A^{(1)} \wedge A^{(2)} \]  \hfill (17.58)

\textit{et cyclicum}
and so O(3) electrodynamics is a special case of Eqns. (17.49) to (17.53). The Gauss and Faraday Laws in O(3) electrodynamics are given by:

\[ d \wedge F^a = R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b = 0. \]  

(17.59)

Experimentally, it is found [5]–[20] that Eq. (17.59) must split into the particular solution:

\[ d \wedge F^a = 0, \]  

(17.60)

\[ \omega^a_{\ b} \wedge F^b = R^a_{\ b} \wedge A^b. \]  

(17.61)

These equations are obeyed by the circularly polarized electromagnetic potential field described in Eqs (17.40) and (17.41). Eqs. (17.60) and (17.61) also imply:

\[ \nabla \cdot B^{(3)} = 0, \]  

(17.62)

\[ \frac{\partial B^{(3)}}{\partial t} = \nabla \times B^{(3)} = 0. \]  

(17.63)

for the Evans spin field. Therefore the latter does not give rise to Faraday induction, but gives rise to the magnetization observed in the inverse Faraday effect. Once we recognise the existence of the index \( a \) the inverse Faraday effect and all of non-linear optics follows logically. In the linear Maxwell Heaviside theory these non-linear optical effects have to be described [5]–[20] with additional ad hoc and non-linear constitutive relations which are obviously extraneous to the original linear Maxwell Heaviside structure. This original linear structure was inferred in the nineteenth century, long before the advent of non-linear optics. The latter never became available to Einstein, who never realized its significance to unified field theory. All sectors of a generally covariant unified field theory must be non-linear, because geometry is non-linear. Self consistently therefore, the linear Maxwell Heaviside structure can be obtained only if the spin connection vanishes, in which case spacetime becomes the Minkowski spacetime of special relativity, and Maxwell Heaviside theory was the first theory of special relativity. The frame covariance of the latter was first inferred (circa 1900 - 1904) by Poincare and Lorentz. Only later, in 1905, did Einstein finally extend the concept of special relativity to all of physics from electromagnetism.

The Evans unified field theory is therefore much more powerful than the earlier Maxwell Heaviside field theory, being a generally covariant theory of all radiated and matter fields. One example out of many possible examples is given to end this section, the description of the class of all Aharonov Bohm effects [5]–[20] for all fields. This class of phenomena can be defined within the context of Evans’ field when \( F^a \) is zero but the potential \( A^a \) is non-zero. For the electromagnetic sector this means that:

\[ d \wedge A^a = 0, \]  

(17.64)

\[ F^a = d \wedge A^a + \omega^a_{\ b} \wedge A^b \neq 0. \]  

(17.65)
and for the gravitational sector it means that:

\[ d \wedge q^a = -\omega^a_{\ b} \wedge q^b, \quad (17.66) \]

\[ R^a_{\ b} = 0, \quad (17.67) \]

The potential field \( A^a \) of electromagnetism for example can interact with matter fields such as electrons when \( F^a \) is zero. The first experimental evidence for this inference was given by Chambers using a static magnetic field, but the Evans unified field theory shows that there is also an optical or electromagnetic Aharonov Bohm effect [5]–[20] and also a gravitational Aharonov Bohm effect. The latter has been observed precisely but the electromagnetic Aharonov Bohm effect has not been observed experimentally yet. However the theory of the latter effect has been given in considerable detail [5]–[20] and has major technological consequences if observed. The class of Aharonov Bohm effects is therefore explained straightforwardly as spacetime phenomena in experimental situations when \( F^a \) or \( T^a \) is zero but when \( q^a \) is non-zero. It is also possible to explain them when \( R^a_{\ b} \) is zero and when the spin connection is non-zero. This will be the subject of a future paper. They are simply the consequence of geometry in general relativity.

17.4 Consequences for Evolutionary Theory and New Technology

Before proceeding to a discussion of the implications of the Evans unified field theory we note the generally covariant wave equation:

\[ D \wedge (D \wedge F^a) = R^a_{\ b} \wedge F^b \quad (17.68) \]

which can be derived from the two Bianchi identities written as:

\[ D \wedge (D \wedge q^a) = (D \wedge \omega^a_{\ b}) \wedge q^b, \quad (17.69) \]

\[ D \wedge (D \wedge \omega^a_{\ b}) := 0. \quad (17.70) \]

Using the Ansatz (17.12) Eqs. (17.69) and (17.70) become:

\[ D \wedge (D \wedge A^a) := (D \wedge \omega^a_{\ b}) \wedge A^b, \quad (17.71) \]

\[ D \wedge (D \wedge \omega^a_{\ b}) := 0. \quad (17.72) \]

Differentiating the right hand side of Eq (17.68) and using the Leibnitz Theorem [2]:

\[ D \wedge ((D \wedge \omega^a_{\ b}) \wedge q^b) := (D \wedge \omega^a_{\ b}) \wedge (D \wedge q^b) \quad (17.73) \]

Using Eq (17.16), Eq (17.73) becomes:

\[ D \wedge ((D \wedge \omega^a_{\ b}) \wedge q^b) := R^a_{\ b} \wedge T^b. \quad (17.74) \]
Use Eq (17.17) in Eq (17.74) to give:

\[
D \wedge (D \wedge T^a) := R^a_{\, b} \wedge T^b, \tag{17.75}
\]

which using the Ansatz (17.12) translates into Eq (17.68). Using the latter the condition for independent fields (no mutual interaction of gravitation and electromagnetism) becomes:

\[
D \wedge (D \wedge F^a) := R^a_{\, b} \wedge F^b = 0 \tag{17.76}
\]

which means that the fields are independent when the wedge product of the Riemann tensor and electromagnetic field tensor vanishes. Conversely if this wedge product is non-zero the fields can influence each other. This influence, if found to be non-zero experimentally with precise, well designed experiments, implies major new technology as discussed briefly already. This type of technology is governed in general by Eq. (17.68) which is a wave equation or quantum equation with the field \( F^a \) as eigenfunction or wave-function and the field \( R^a_{\, b} \) as eigenvalues or quantum values. These new technologies would therefore depend on the fact that the quantum values of \( F^a \) are \( R^a_{\, b} \) within a factor \( A^{(0)} \), in other words it would depend on a generally covariant quantum mechanics of the unified Evans field.

Using the tetrad postulate [2]:

\[
\partial_\mu q^a_{\nu} + \omega^a_{\mu b} q^b_{\nu} = \Gamma^a_{\lambda \mu \nu} q^a_{\lambda}, \tag{17.77}
\]

the torsion form becomes the equivalent torsion tensor (see Appendix One):

\[
T^a_{\mu \nu} = \left( \Gamma^a_{\mu \nu} - \Gamma^a_{\nu \mu} \right) q^a_{\lambda}, \tag{17.78}
\]

\[
T^a_{\lambda \mu \nu} = q^a_{\lambda} T^a_{\mu \nu} = \Gamma^a_{\lambda \mu \nu} - \Gamma^a_{\nu \mu \lambda}. \tag{17.79}
\]

Therefore, using the Ansatz (17.12) the magnetic field is defined by:

\[
B^a_{\mu \nu} = T^a_{\lambda \mu \nu} A^{(0)}_{\lambda} \tag{17.80}
\]

and it becomes particularly clear from Eq (17.80) that spacetime spinning gives rise to electromagnetism.

The Maxwell Heaviside limit has the mathematical structure:

\[
B^{(1)} = \nabla \times A^{(1)} \tag{17.81}
\]

where \( A^{(1)} \) is given by Eq (17.40). So the magnetic field from Eqs (17.40) and (17.81) is:

\[
B^{(1)} = \frac{B^{(0)}}{\sqrt{2}} (i \mathbf{i} + j \mathbf{j}) e^{i \phi}, \tag{17.82}
\]

and is the limit of Eq. (17.80) when the spin connection vanishes. Taking components of Eqs. (17.39) and (17.82)
\[ B^{(1)}_x = -B^{(1)}_1 = -B^{(1)}_{23} = B^{(1)}_{32} = i\frac{B^{(0)}}{\sqrt{2}} e^{i\phi}, \quad (17.83) \]
\[ B^{(1)}_y = -B^{(1)}_2 = -B^{(1)}_{31} = B^{(1)}_{13} = \frac{B^{(0)}}{\sqrt{2}} e^{i\phi}, \quad (17.84) \]
\[ A^{(1)}_0 = A^{(1)}_3 = B^{(1)}_0 = B^{(1)}_3 = 0. \quad (17.85) \]

Therefore simple algebra gives:
\[ iB^{(0)} = A^{(0)} (T^1_{23} - iT^2_{23}) . \quad (17.86) \]

As in any paradigm shift Eq (17.86) gives new insight into known things. Eq (17.86) shows that the Maxwell Heaviside field theory defines the magnetic field as a complex sum of torsion tensor components. From Eq (17.86):
\[ B^{(0)} = A^{(0)} (T^2_{32} + iT^1_{32}) . \quad (17.87) \]

In the Maxwell Heaviside limit we know however that [5]–[20]:
\[ B^{(0)} = \kappa A^{(0)} \quad (17.88) \]

where
\[ \kappa = \frac{\omega}{c} . \quad (17.89) \]

Here \( \omega \) is the angular frequency and \( c \) the speed of light. From Eqs. (17.87) and (17.88) therefore
\[ \kappa = T^2_{32} + iT^1_{32} , \quad (17.90) \]
a result which traces the origin of wave-number in the Maxwell Heaviside limit to a complex sum of scalar valued torsion tensor components.

It is then possible to define the scalar curvature in the Maxwell Heaviside limit:
\[ R = \kappa \kappa^* = (T^2_{32})^2 - (T^1_{32})^2 , \quad (17.91) \]
a result which illustrates the fact that we are now thinking of the electromagnetic field as a spinning of spacetime, and not as an abstract mathematical field superimposed on a static frame of reference in Minkowski (flat) space-time. In flat spacetime the scalar curvature is zero, in spinning spacetime it is non-zero. In flat spacetime initially parallel lines remain parallel, in spinning spacetime they become geodesics [2] of the electromagnetic field. The dielectric permittivity and the absorption coefficient [24] are defined in terms of a complex wavenumber, so these fundamental spectroscopic properties are traced to a geometrical origin. Photon mass is defined by the Evans Principle of Least Curvature [5]–[20] in which is subsumed the Hamilton Principle of Least Action in dynamics and the Fermat Principle of Least Time in optics. The Evans Principle asserts that in the limit of Minkowski spacetime:
\[ \kappa \rightarrow \frac{2\pi}{\lambda_0} = \frac{2\pi mc}{\hbar} , \quad (17.92) \]
where $\lambda_0$ is the Compton wavelength of any particle of mass $m$, including the photon. Therefore mass is also identified has having a geometrical origin, a least or minimized curvature in the Minkowski limit. Indeed, we see from Eqs. (17.90) and (17.92) that within a factor $2\pi c/\hbar$, mass is a torsion element for any matter field or radiated field:

$$T_{32}^2 \rightarrow 2\pi \frac{mc}{\hbar}, \quad (17.93)$$

Therefore the origin of all fundamental physical concepts in the Evans unified field theory is differential geometry. Recently Pinter [25], in a remarkable multi-disciplinary work, has extended this basic insight to infer in a rigorously logical sequence of arguments that the origin of life is also differential geometry. Live organisms are extensions of general relativity itself and have evolved to their present condition through a sequence of transitions brought about by the theory of general relativity. The laws of physics, chemistry, biology, geology and genetics for example, are the laws of differential geometry. Within the context of the Evans unified field theory it is now recognized that electromagnetism as well as gravitation, originates in differential geometry, i.e. in the primordial or unified Evans field. Electromagnetism and gravitation are two parts of the same thing, and both are essential for the evolution of life. This inference justifies the fundamental and closely argued hypothesis used by Pinter [25], that gravitational effects evolve into effects driven by electrodynamics, for example photosynthesis in the early planet Earth. In the older Maxwell Heaviside field theory electrodynamics appears ”out of the blue” but in the Evans unified field theory its origin is the same as that of gravitation. Similarly the origin of the weak and strong fields is also differential geometry in the Evans unified field theory. There are no longer any abstract internal gauge spaces or strings in nature.

The technological implications of the Evans field theory depend on its inference that one type of field may affect another, as briefly discussed already. If it were possible to obtain electromagnetic power from spacetime curved, for example, by the Earth’s mass or by the mass of an electron in a circuit, the problem of burning fossil fuel would be obviated. Conversely, if it were possible for electromagnetic devices to counter or enhance the gravitational force, great technological strides would be made in any future aerospace industry. The Evans unified field theory shows that this is indeed possible but very careful, very precise, experiments are needed to measure the extent of the interaction (if any) between the sectors of the Evans field.
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A

The First Maurer-Cartan Structure Relation

The first structure relation [2] defines the torsion or spin form as the exterior covariant derivative of the tetrad form:

\[ T^a_{\mu \nu} = (D \wedge q^a)_{\mu \nu} = (d \wedge q^a)_{\mu \nu} + \omega^a_{\mu b} q^b_{\nu} - \omega^a_{\nu b} q^b_{\mu} \]  \hspace{1cm} (A.1)

where \( \omega^a_{\mu b} \) is the spin connection. The torsion tensor is therefore:

\[ T^\lambda_{\mu \nu} = q_a^\lambda T^a_{\mu \nu} \]  \hspace{1cm} (A.2)

and using the tetrad postulate:

\[ T^\lambda_{\mu \nu} = q_a^\lambda \left( \partial_\mu q^a_{\nu} - \partial_\nu q^a_{\mu} + \omega^a_{\mu b} q^b_{\nu} - \omega^a_{\nu b} q^b_{\mu} \right) \]  \hspace{1cm} (A.3)

we obtain:

\[ T^\lambda_{\mu \nu} = \Gamma^\lambda_{\mu \nu} - \Gamma^\lambda_{\nu \mu} . \]  \hspace{1cm} (A.4)

This is an expression for the torsion tensor in terms of the gamma connection of any symmetry. If the gamma connection is the symmetric Christoffel symbol:

\[ \Gamma^\lambda_{\mu \nu} = \Gamma^\lambda_{\nu \mu} \]  \hspace{1cm} (A.5)

then the torsion tensor vanishes.
The Second Maurer-Cartan Structure Relation

The second structure relation defines the Riemann or curvature form as the exterior covariant derivative of the spin connection, regarded as a one-form:

$$R^a_b = D \wedge \omega^a_b$$  \hspace{1cm} (B.1)

i.e

$$R^a_{b\mu\nu} = \partial_\nu \omega^a_{\mu b} - \partial_\mu \omega^a_{\nu b} + \omega^a_{\nu c} \omega^c_{\mu b} - \omega^a_{\mu c} \omega^c_{\nu b}.$$  \hspace{1cm} (B.2)

It is proven in this appendix that the second structure relation is equivalent to the definition of the Riemann tensor for a gamma connection of any symmetry.

The proof starts with the tetrad postulate expressed as:

$$\omega^a_{\mu b} = q^a_{\sigma q^\lambda_b} \Gamma^\nu_{\mu \lambda} - q^b_{\lambda q^a_{\mu}}.$$  \hspace{1cm} (B.3)

Multiplying both sides of Eq (B.3) by $q^b_{\lambda}$ and using:

$$q^b_{\lambda} q^a_{\lambda} = 1$$  \hspace{1cm} (B.4)

the tetrad postulate can be expressed as:

$$\partial_\nu q^a_{\lambda} = q^a_{\nu} \Gamma^\nu_{\mu \lambda} - q^b_{\lambda} \omega^a_{\mu b}.$$  \hspace{1cm} (B.5)

Differentiating Eq (B.3) and using the Leibnitz Theorem:

$$\partial_\nu \omega^a_{\mu b} = \partial_\nu \left( q^a_{\sigma q^\lambda_b} \Gamma^\sigma_{\mu \lambda} \right) - \partial_\nu \left( q^b_{\lambda \partial_\mu q^a_{\lambda}} \right)$$

$$= \partial_\nu \left( q^a_{\sigma q^\lambda_b} \right) \Gamma^\sigma_{\mu \lambda} + q^a_{\sigma} q^b_{\lambda} \partial_\nu \Gamma^\sigma_{\mu \lambda}$$

$$- \left( \partial_\nu q^a_{\lambda} \right) \left( \partial_\nu \partial_\mu q^a_{\lambda} \right) - q^a_{\lambda} \left( \partial_\nu \partial_\mu \left( q^a_{\lambda} \right) \right).$$  \hspace{1cm} (B.6)

Now use the Leibnitz Theorem again:

$$\partial_\nu \left( q^b_{\lambda q^a_{\sigma}} \right) = q^a_{\sigma} \partial_\nu q^b_{\lambda} + q^b_{\lambda} \partial_\nu q^a_{\sigma}$$  \hspace{1cm} (B.7)

to obtain:
\[ \partial_\nu \omega^a_{\mu b} = \left( q^a_\sigma \Gamma^\sigma_{\mu \lambda} - \partial_\mu q^a_\lambda \right) \partial_\nu q^b_\lambda \\
+ q^a_b \Gamma^\sigma_{\mu \lambda} \partial_\nu q^a_\sigma + q^a_\sigma q^b_\lambda \partial_\nu \Gamma^\sigma_{\mu \lambda} \\
- q^a_\lambda \left( \partial_\nu \partial_\mu \left( q^a_\lambda \right) \right) \]  
(B.8)

Now use Eq. (B.5) in Eq. (B.8):

\[ \partial_\nu \omega^a_{\mu b} = q^b_\lambda \omega^a_{\mu b} \partial_\nu q^\lambda_\sigma + q^a_\sigma q^b_\lambda \partial_\nu \Gamma^\sigma_{\mu \lambda} - q^a_\lambda \left( \partial_\nu \partial_\mu \left( q^a_\lambda \right) \right) \]  
(B.9)

Switching the \( \mu \) and \( \nu \) indices gives:

\[ \partial_\mu \omega^a_{\nu b} = q^b_\lambda \omega^a_{\nu b} \partial_\mu q^\lambda_\sigma + q^a_\sigma q^b_\lambda \partial_\mu \Gamma^\sigma_{\nu \lambda} - q^a_\lambda \left( \partial_\mu \partial_\nu \left( q^a_\lambda \right) \right) \]  
(B.10)

which implies:

\[ \partial_\nu \omega^a_{\mu b} - \partial_\mu \omega^a_{\nu b} = q^b_\lambda \omega^a_{\mu b} \partial_\nu q^\lambda_\sigma - \omega^a_{\mu b} \partial_\nu \Gamma^\sigma_{\mu \lambda} - q^a_\lambda \left( \partial_\nu \partial_\mu \left( q^a_\lambda \right) \right) \]  
(B.11)

because

\[ (\partial_\nu \partial_\mu - \partial_\mu \partial_\nu) q^a_\lambda = 0. \]  
(B.12)

In order to evaluate the Riemann form:

\[ R^a_{b \nu \mu} = \partial_\nu \omega^a_{\mu b} - \partial_\mu \omega^a_{\nu b} + \omega^a_{\nu c} \omega^c_{\mu b} - \omega^a_{\mu c} \omega^c_{\nu b} \]  
(B.13)

we need:

\[ \omega^a_{\nu c} = q^a_\mu q^\lambda_\sigma \Gamma^\mu_{\nu \lambda} - q^a_\lambda \partial_\nu q^\lambda_\sigma \]  
(B.14)

\[ \omega^a_{\mu b} = q^a_\nu q^\lambda_\sigma \Gamma^\nu_{\mu \lambda} - q^a_\lambda \partial_\mu q^\lambda_\sigma \]  
(B.15)

\[ \omega^a_{\mu c} = q^a_\nu q^\lambda_\sigma \Gamma^\nu_{\mu \lambda} - q^a_\lambda \partial_\mu q^\lambda_\sigma \]  
(B.16)

\[ \omega^c_{\nu b} = q^c_\nu q^\lambda_\sigma \Gamma^\nu_{\mu \lambda} - q^c_\lambda \partial_\nu q^\lambda_\sigma \]  
(B.17)

It is then possible to evaluate products such as:

\[ \omega^a_{\nu c} \omega^c_{\mu b} = \left( q^a_\mu q^\lambda_\sigma \Gamma^\mu_{\nu \lambda} - q^a_\lambda \partial_\nu q^\lambda_\sigma \right) \left( q^c_\nu q^\lambda_\sigma \Gamma^\nu_{\mu \lambda} - q^c_\lambda \partial_\mu q^\lambda_\sigma \right) \]  
(B.18)

The Riemann tensor can then be evaluated using:

\[ R^a_{\lambda \nu \mu} = q^a_\sigma q^b_\lambda R^a_{b \nu \mu}. \]  
(B.19)

In order to evaluate Eq (B.19) first rearrange dummy indices in Eq. (B.18) as follows:
B The Second Maurer-Cartan Structure Relation

\[ q^\lambda_c q^a_{\mu} q^b_{\mu} q^c_{\nu} \Gamma^\mu_{\nu \lambda} \Gamma^\nu_{\mu \lambda} \]
\[ \downarrow (\mu \rightarrow \sigma) \]
\[ q^\lambda_c q^a_{\sigma} q^b_{\sigma} q^c_{\nu} \Gamma^\sigma_{\nu \lambda} \Gamma^\nu_{\mu \lambda} \]
\[ \downarrow (\lambda \rightarrow \rho, \nu \rightarrow \rho) \]
\[ q^\rho q^a_{\sigma} q^b_{\rho} q^c_{\nu} \Gamma^\sigma_{\nu \rho} \Gamma^\rho_{\mu \lambda} = q^a_{\sigma} q^b_{\rho} \Gamma^\sigma_{\nu \rho} \Gamma^\rho_{\mu \lambda} \]
\[ (B.20) \]

Secondly cancel the term \( q^\lambda_c \Gamma^\sigma_{\nu \rho} \partial_\nu q^a_b \) in Eq. (B.11) with the term \( -(q^\lambda_c \partial_\nu q^a_b) \)
\( (q^\lambda_b q^c_{\nu} \Gamma^\nu_{\mu \lambda}) \) in Eq. (B.18) by rearranging dummy indices as follows:

\[ -q^\lambda_c q^b_{\rho} q^c_{\nu} \Gamma^\rho_{\nu \mu} \partial_\nu q^a_b \]
\[ \downarrow (\lambda \rightarrow \sigma) \]
\[ -q^\sigma c q^b_{\nu} q^c_{\mu} \Gamma^\mu_{\nu \lambda} \partial_\nu q^a_b \]
\[ \downarrow (\nu \rightarrow \sigma) \]
\[ -q^\sigma c q^b_{\nu} q^c_{\nu} \Gamma^\mu_{\nu \lambda} \partial_\nu q^a_b = -q^\lambda_c \Gamma^\sigma_{\nu \rho} \partial_\nu q^a_b. \]
\[ (B.21) \]

Finally cancel the term \( -q^b_{\lambda} \omega^a_{\nu b} \partial_\mu q^c_{\lambda} \) in Eq. (B.11) with the term \( q^\lambda_b q^c_{\nu} \Gamma^\nu_{\mu \lambda} \)
\( (q^\lambda_b q^c_{\nu} \Gamma^\nu_{\mu \lambda}) \) in Eq. (B.18). To do this rewrite the Eq (B.18) term as \( q^\lambda_b q^c_{\nu} \partial_\mu q^a_b (\partial_\nu q^a_{\lambda} - q^a_{\mu} \Gamma^\mu_{\nu \lambda}) \) and use the tetradd postulate:

\[ \partial_\nu q^a_{\lambda} = q^a_{\mu} \Gamma^\mu_{\nu \lambda} - q^b_{\lambda} \omega^a_{\nu b} \]
\[ (B.22) \]

to obtain:

\[ -q^\lambda_c q^b_{\nu} q^c_{\lambda} \omega^a_{\nu b} - \partial_\mu q^a_{\lambda} = -q^c_{\lambda} \omega^a_{\nu b} \partial_\mu q^a_{\lambda}. \]
\[ (B.23) \]

We therefore obtain:

\[ -q^b_{\lambda} \omega^a_{\nu b} \partial_\mu q^c_{\lambda} - (q^\lambda_c \omega^a_{\nu b} \partial_\mu q^c_{\lambda}) = -\omega^a_{\nu b} (q^c_{\lambda} \partial_\mu q^a_{\lambda} + q^\lambda_c \partial_\mu q^c_{\lambda}). \]
\[ (B.24) \]

In order to show that this is zero use:

\[ q^\lambda_c q^c_{\lambda} = 1 \]
\[ (B.25) \]

and differentiate:

\[ \partial_\mu (q^\lambda_c q^c_{\lambda}) = 0. \]
\[ (B.26) \]

Finally use the Leibnitz Theorem to obtain:

\[ q^\lambda_c \partial_\mu q^c_{\lambda} + q^c_{\lambda} \partial_\mu q^\lambda_c = 0. \]
\[ (B.27) \]

The remaining terms give the Riemann tensor for any gamma connection:

\[ R^\lambda_{\sigma \nu \mu} = \partial_\nu \Gamma^\sigma_{\mu \lambda} - \partial_\mu \Gamma^\sigma_{\nu \lambda} + \Gamma^\sigma_{\nu \rho} \Gamma^\rho_{\mu \lambda} - \Gamma^\sigma_{\mu \rho} \Gamma^\rho_{\nu \lambda} \]
\[ (B.28) \]

quod erat demonstrandum.
The First Bianchi Identity

The first Bianchi identity of differential geometry is a balance of spin and curvature

\[ D \wedge T^a := R^a_{\, b} \wedge q^b \]  

(C.1)

and becomes the homogeneous field equation of the Evans unified field theory:

\[ D \wedge F^a := R^a_{\, b} \wedge A^b \]  

(C.2)

using the Evans Ansatz:

\[ A^a = A^{(0)} q^a \]  

(C.3)

So it is important to thoroughly understand the structure and meaning of the first Bianchi identity as in this Appendix. In order to proceed we need the following general definitions [2] of the exterior derivative and wedge product for any differential form:

\[ (d \wedge A)_{\mu_1 \cdots \mu_{p+1}} = (p + 1) \partial_{[\mu_1} A_{\mu_2 \cdots \mu_{p+1}]} \]  

(C.4)

\[ (A \wedge B)_{\mu_1 \cdots \mu_{p+q}} = \frac{(p + q)!}{p!q!} (p + 1) A_{[\mu_1 \cdots \mu_p} B_{\mu_{p+1} \cdots \mu_{p+q}]} \]  

(C.5)

Eq (C.4) defines the exterior derivative of a p-form and Eq. (C.5) defines the wedge product of a p-form and a q-form. We also use the fact that the spin connection is a one-form [2]. The exterior covariant derivative of a one-form \( X^a_{\mu} \), for example, then follows as:

\[ (D \wedge X)^a_{\mu \nu} = (d \wedge X)^a_{\mu \nu} + (\omega \wedge X)^a_{\mu \nu} \]  

(C.6)

where:

\[ (d \wedge X)^a_{\mu \nu} = \partial_\mu X^a_{\nu} - \partial_\nu X^a_{\mu} \]  

(C.7)

\[ (\omega \wedge X)^a_{\mu \nu} = \omega^a_{\mu b} X^b_{\nu} - \omega^a_{\nu b} X^b_{\mu} \]  

(C.8)

Eqs. (C.7) and (C.8) follow using:
\[ p = 1, q = 1, \mu_1 = \mu, \mu_2 = \nu \] (C.9)

and
\[ (d \wedge A)_{\mu_1\mu_2} = (d \wedge A)_{\mu\nu} = 2\partial_{[\mu}A_{\nu]} = \partial_\mu A_\nu - \partial_\nu A_\mu \] (C.10)

\[ (A \wedge B)_{\mu_1 \cdots \mu_{p+q}} = (A \wedge B)_{\mu\nu} = \frac{2!}{11!} A_{[\mu B_\nu]} = A_\mu B_\nu - A_\nu B_\mu \] (C.11)

Now extend this method to the exterior covariant derivative of a two-form, using:
\[ (d \wedge A)_{\mu_1 \mu_2 \mu_3} = 3\partial_{[\mu_1}A_{\mu_2\mu_3]} = \partial_\mu A_{\nu\rho} + \partial_\nu A_{\rho\mu} + \partial_\rho A_{\mu\nu} \] (C.12)

and
\[ (A \wedge B)_{\mu_1 \mu_2 \mu_3} = \frac{3!}{2!1!} A_{[\mu_1 B_{\mu_2\mu_3}]} = 3A_{[\mu B_{\nu\rho}]} = A_\mu B_\nu - A_\nu B_\mu + A_\rho B_{\mu\nu} \] (C.13)

Therefore the exterior covariant derivative of the torsion or spin form used in the first Bianchi identity is:
\[ (D \wedge T)_{a\mu\nu\rho} = (d \wedge T)_{a\mu\nu\rho} + (\omega \wedge T)_{a\mu\nu\rho} \] (C.14)

where:
\[ (d \wedge T)_{a\mu\nu\rho} = \partial_\mu T_{a\nu\rho} + \partial_\nu T_{a\rho\mu} + \partial_\rho T_{a\mu\nu} \] (C.15)

\[ (\omega \wedge T)_{a\mu\nu\rho} = \omega_{a\mu\nu\rho} T_{a\mu\nu\rho} + \omega_{a\nu\rho\mu} T_{a\nu\rho\mu} + \omega_{a\rho\mu\nu} T_{a\rho\mu\nu} \] (C.16)

and where:
\[ T_{a\mu\nu} = \left( \Gamma^\lambda_{\mu\nu} - \Gamma^\lambda_{\nu\mu} \right) q^a_\lambda \] (C.17)

Similarly:
\[ R^a_{b\mu\nu} q^b = R^a_{b\mu\nu} q^b + R^a_{b\nu\rho} q^b_{\mu} + R^a_{b\rho\mu} q^b_{\nu} \]
\[ = R^a_{\mu\nu\rho} + R^a_{\nu\rho\mu} + R^a_{\rho\mu\nu} \] (C.18)

So the first Bianchi identity becomes:
\[ \partial_\mu T_{a\nu\rho} + \omega_{a\mu\nu\rho} T_{a\nu\rho} + \cdots = R^a_{\mu\nu\rho} q^a_\sigma + \cdots \] (C.19)

Using Eq. (C.17), Eq. (C.19) becomes:
\[ \partial_\mu \left( \left( \Gamma^\lambda_{\nu\rho} - \Gamma^\lambda_{\rho\nu} \right) q^a_\lambda \right) + \omega_{\mu\nu\rho} \left( \Gamma^\lambda_{\nu\rho} - \Gamma^\lambda_{\rho\nu} \right) q^a_\lambda + \cdots \]
\[ = R^a_{\mu\nu\rho} q^a_\lambda + \cdots \] (C.20)
Using the Leibnitz Theorem Eq. (C.20) becomes:

\[
\left( \partial_\mu \Gamma^\lambda_{\nu\rho} - \partial_\rho \Gamma^\lambda_{\mu\nu} \right) q^a_\lambda + \left( \partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda \right) \left( \Gamma^\lambda_{\nu\rho} - \Gamma^\lambda_{\rho\nu} \right) + \cdots = R^\lambda_{\mu\nu\rho} q^a_\lambda + \cdots
\]  
(C.21)

Now use the tetrad postulate:

\[
\partial_\mu q^a_\rho + \omega^a_{\mu b} q^b_\sigma = \Gamma^\lambda_{\mu\sigma} q^a_\lambda
\]  
(C.22)

in Eq. (C.21) to obtain:

\[
\partial_\mu \Gamma^\lambda_{\nu\rho} - \partial_\nu \Gamma^\lambda_{\mu\rho} + \Gamma^\lambda_{\mu\sigma} \Gamma^\sigma_{\nu\rho} - \Gamma^\lambda_{\nu\sigma} \Gamma^\sigma_{\mu\rho} + \Gamma^\lambda_{\nu\rho} - \partial_\rho \Gamma^\lambda_{\nu\mu} + \Gamma^\lambda_{\rho\sigma} \Gamma^\sigma_{\mu\nu} - \Gamma^\lambda_{\rho\nu} \Gamma^\nu_{\mu\rho} + \partial_\rho \Gamma^\lambda_{\nu\mu} - \partial_\mu \Gamma^\lambda_{\rho\nu} + \Gamma^\lambda_{\mu\sigma} \Gamma^\sigma_{\rho\nu} - \Gamma^\lambda_{\mu\rho} \Gamma^\rho_{\nu\mu} = R^\lambda_{\mu\nu\rho} + R^\lambda_{\nu\mu\rho} + R^\lambda_{\nu\rho\mu}.
\]  
(C.23)

The Riemann tensor for any connection (Appendix two) is:

\[
R^\lambda_{\rho\mu\nu} = \partial_\rho \Gamma^\lambda_{\nu\mu} - \partial_\nu \Gamma^\lambda_{\rho\mu} + \Gamma^\lambda_{\mu\sigma} \Gamma^\sigma_{\nu\rho} - \Gamma^\lambda_{\nu\sigma} \Gamma^\sigma_{\rho\mu},
\]  
(C.24)

and so Eq. (C.23) is an identity made up of the cyclic sum of three Riemann tensors on either side. The familiar Bianchi identity of the famous Einstein gravitational theory is the SPECIAL CASE when the cyclic sum vanishes:

\[
R^\lambda_{\rho\mu\nu} + R^\lambda_{\nu\mu\rho} + R^\lambda_{\nu\rho\mu} = 0.
\]  
(C.25)

Eq. (17.25) is true if and only if the gamma connection is the symmetric Christoffel symbol:

\[
\Gamma^\lambda_{\mu\nu} = \Gamma^\lambda_{\nu\mu}.
\]  
(C.26)

It is not at all clear using tensor notation (Eq. (17.23)) that the first Bianchi identity is a balance of spin and curvature. In order to see this we need the differential form notation of Eq. (C.1) and this is of key importance for the development of the Evans unified field theory.
The Second Bianchi Identity

The second Bianchi identity is:
\[ D \wedge R^a_b = d \wedge R^a_b + \omega^a_c \wedge R^c_b + \omega^c_b \wedge R^a_c \]
\[ := 0. \quad (D.1) \]

using the results of Appendix Three we may write out Eq. (D.1) in tensor notation:
\[ D_\rho R^a_{b\mu\nu} + D_\mu R^a_{b\nu\rho} + D_\nu R^a_{b\rho\mu} := 0 \quad (D.2) \]

where:
\[ D_\rho R^a_{b\mu\nu} = \partial_\rho R^a_{b\mu\nu} + \omega^a_c \rho R^c_{b\mu\nu} + \omega^c_b \rho R^a_{c\mu\nu} \]
\[ et \hspace{1em} cyclicum. \quad (D.3) \]

Now use:
\[ R^a_{b\mu\nu} = q^a_b R^a_{\sigma\mu\nu}. \quad (D.4) \]

The Leibnitz Theorem and tetrad postulate give the result:
\[ D_\rho R^a_{b\mu\nu} = D_\rho (q^a_b R^a_{\sigma\mu\nu}) = q^a_b D_\rho R^a_{\sigma\mu\nu} \quad (D.5) \]

which implies:
\[ D_\rho R^a_{\sigma\mu\nu} + D_\mu R^a_{\sigma\nu\rho} + D_\nu R^a_{\sigma\rho\mu} := 0 \quad (D.6) \]

Now use:
\[ R^a_{\sigma\mu\nu} = q^a_\kappa R^a_{\sigma\mu\nu} \quad (D.7) \]

The Leibnitz Theorem and tetrad postulate are used again to find:
\[ D_\rho R^a_{\sigma\mu\nu} + D_\mu R^a_{\sigma\nu\rho} + D_\nu R^a_{\sigma\rho\mu} := 0 \quad (D.8) \]

which is the second Bianchi identity in tensor notation for any gamma connection, quod erat demonstrandum.

The second Bianchi identity is true for ANY gamma connection because it is equivalent to:
and Eq. (D.9) can be summarized symbolically as a round trip with covariant derivatives around a cube: The second Bianchi identity is the geometrical foundation for the conservation law of the Evans unified field theory:

\[ D \wedge T^a_b := 0. \]  \hspace{1cm} (D.10)

Eq. (D.10) is the required generalization of the Noether Theorem for the unified field theory. The second Bianchi identity is also the foundation for the generalization of the Einstein field equation in the Evans unified field theory:

\[ R^a_b = kT^a_b. \]  \hspace{1cm} (D.11)
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Derivation of O(3) Electrodynamics from Generally Covariant Unified Field Theory

**Summary.** The equations of O(3) electrodynamics are derived as an example of Evans' generally covariant unified theory of radiated and matter fields, a theory which is based on the equations of differential geometry and which extends Einstein's theory of general relativity to electrodynamics. The latter is therefore developed into a correctly and generally covariant sector of unified field theory, one of the basic outcomes of which is the Evans spin field $B^{(3)}$ observed in the inverse Faraday effect (magnetization by circularly or elliptically polarized electromagnetic radiation) and in many other ways now known. Another direct result of making electrodynamics a generally covariant field theory is that it is described in terms of the covariant derivatives appropriate to spacetime with torsion. The electromagnetic field is thereby recognized as the spinning of spacetime itself rather than an entity superimposed on a frame in flat spacetime. Consequently Maxwell-Heaviside field theory is developed into a generally covariant form, one example of which is O(3) electrodynamics. The latter can be thought of as a gauge field theory with O(3) orthonormal space symmetry. The equations of O(3) electrodynamics are derived in detail from the generally covariant unified field theory.

Key words: Generally covariant unified field theory, O(3) electrodynamics, Evans spin field $B^{(3)}$, inverse Faraday effect.

**18.1 Introduction**

General relativity is in essence the geometrization of physics. The laws of natural philosophy are derived from the theorems of geometry, a giant leap forward in thought brought about by Hilbert and independently by Einstein in 1915, to whom the theory of general relativity is attributed [1]–[2]. Einstein’s original theory was developed for the gravitational field and resulted in the Einstein field equation. In its most condensed form the latter is:

$$R = -kT$$  \hspace{1cm} (18.1)

where $R$ is scalar curvature, $k$ the Einstein constant and $T$ the index contracted canonical energy-momentum tensor. The left hand side is geometry,
the right hand side is physics. In logic therefore, such an equation applies for all radiated and matter fields, not only gravitation. This logical outcome of the 1915 Eq. (18.1) was finally achieved in 2003 by Evans [3]–[16] and is a generally covariant unified field theory based on differential geometry. In Section 18.2 of this paper the relevant equations of differential geometry are summarized, equations from which the whole of theoretical physics can be derived logically, given Eq. (18.1). In Section 18.3 the theory is used to derive in detail the equations of O(3) electrodynamics, and to infer the existence of the Evans spin field [17] $B^{(3)}$, which has turned out to be the key to field unification sought after by Einstein for forty years (1915 to the mid fifties). The Evans spin field is observed experimentally in numerous ways now known [16], for example in the inverse Faraday effect [18], the magnetization of matter by circularly polarized electromagnetic radiation, and in the whole of physical optics via the Evans phase law. The latter encompasses both the dynamical and the geometrical phase and produces the correctly and generally covariant Berry phase [3]–[16]in unified field matter theory

18.2 The Fundamental Geometrical Equations of the Unified Field Matter Theory

The theory has been developed in comprehensive detail elsewhere [3]–[18]. It is the purpose of this Section to conveniently summarize the equations of differential geometry upon which the field matter theory is built. These equations therefore define the fundamental structure of the theory and provide the guidelines for the development of any generally covariant theory of physics, i.e. any field matter theory, classical or quantum, provided one accepts the axioms of general relativity encapsulated in Eq. (18.1).

Adopting the condensed but well known notation [2] of contemporary differential geometry the four equations of differential geometry from which the unified field theory is developed are as follows:

$$D \land V^a := d \land V^a + \omega^a_b \land V^b$$ (18.2)
$$Dq^a = 0$$ (18.3)
$$\tau^c = D \land q^c$$ (18.4)
$$R^a_b = D \land q^a_b.$$ (18.5)

These equations define the fundamental properties of any non-Euclidean spacetime with both curvature and torsion in terms of differential forms. Eq. (18.2) defines the covariant exterior derivative of any vector $V^a$, where $\omega^a_b$ is the spin connection and where $d \land$ denotes the ordinary exterior derivative [2] of differential geometry. Eq. (18.3) is the tetrad postulate, which asserts that the ordinary (as distinct for the exterior) covariant derivative of the vector valued tetrad one form vanishes for any spacetime. The covariant ordinary
derivative is therefore denoted by $D$ and the covariant exterior derivative by $D\wedge$ where $\wedge$ is the wedge operator [2]. Eqs. (18.4) and (18.5) are the first and second Maurer Cartan structure relations [2], defining respectively the torsion ($\tau^c$) and Riemann or curvature ($R^a_{\ b}$) forms in terms of the tetrad and spin connection respectively.

These four equations are inter-connected in free space by the recently inferred and fundamental first and second Evans duality equations of differential geometry [3]–[17]:

\[
\omega^a_{\ b} = -\kappa \epsilon^a_{\ bc} q^c \quad (18.6)
\]
\[
R^a_{\ b} = -\kappa \epsilon^a_{\ bc} \tau^c \quad (18.7)
\]
where $\kappa$ is wave-number. The novel Evans duality equations were inferred in free space from the fact that the torsion and Riemann forms are both anti-symmetric in their base manifold indices $\mu$ and $\nu$, so that one must be the dual of the other in the orthonormal space of the tetrad [2]:

\[
R^a_{\ b\mu\nu} = -\kappa \epsilon^a_{\ bc} \tau^c_{\mu\nu} \quad (18.8)
\]
where:

\[
\epsilon^{abc} = \eta_{da} \epsilon^d_{\ bc} \quad (18.9)
\]
Here $\epsilon_{abc}$ is the Levi Civita symbol (totally anti-symmetric third rank unit tensor) and where $\eta_{da}$ is the metric in this orthonormal (orthogonal and normalized [2]) space. The torsion form, a vector valued two form with index $c$, is therefore dual to the curvature or Riemann form, a tensor valued two form anti-symmetric in its $a, b$ indices [2]. Using the Maurer Cartan structure relations it is therefore inferred that the tetrad is dual to the spin connection, the second Evans duality equation (18.6).

The well known tetrad postulate has been developed [3]–[17] into the fundamentally important Evans Lemma (or subsidiary proposition) of differential geometry:

\[
\square q^a = Rq^a \quad (18.10)
\]
which gives the Evans wave equation using Eq. (18.1):

\[
(\square + kT) q^a = 0 \quad (18.11)
\]
Eq. (18.11) unifies general relativity and quantum mechanics, making the latter a causal theory of physics and rendering the Copenhagen interpretation of the wave function unnecessary. The Evans wave equation is the generally covariant development of all the well known wave equations of physics, for example the Dirac equation. In well defined limits the Evans wave equation reduces to the generally covariant form of the Proca equation, indicating conclusively that the photon must have a non-zero mass.

The scalar curvature appearing in Eq. (18.10) may always be defined from dimensionality as the square of a wave-number:
\[ R := \kappa^2 \]  

(18.12)

and in the limit of special relativity (a free particle translating with constant velocity), this wave-number becomes the Compton wave-number of any particle (including the neutrino and photon, which must both have finite mass $m$):

\[ \kappa_c = \frac{2\pi}{\lambda_c} = \frac{2\pi mc}{\hbar}. \]

(18.13)

Here $\hbar$ is the Planck constant, and $c$ the speed of light in vacuo. The well known and observed Compton wave-number (or wavelength) of any particle is therefore recognized for the first time to be the Evans least curvature [3]–[17] that defines mass.

These are therefore the equations of geometry, specifically the equations of differential geometry, from which all the known equations of physics may be derived, and new equations and fundamental properties such as the Evans spin field $B^{(3)}$, inferred.

18.3 The Equations of O(3) Electrodynamics

The field theory of O(3) electrodynamics [3]–[18] is a special case of Evans’ generally covariant unified field theory outlined in Section 18.2 and has been extensively tested against experimental data [19]. It has numerous known advantages [3]–[18]over the older Maxwell Heaviside field theory, and produces novel properties of physics such as the Evans spin field $B^{(3)}$, now known to be a fundamental spin invariant of the Einstein group missing from the original 1915 theory because the latter is confined to spacetimes with zero torsion form [2] (Christoffel symbols symmetric in the lower two indices and Riemann geometry). The electrodynamical sector of Evans’ unified field theory recognizes the potential field of electrodynamics to be [3]–[18]:

\[ A^a = A^{(0)} q^a \]

(18.14)

where $A^{(0)}$ is a fundamental scalar, negative under charge conjugation symmetry ($\hat{C}$) and with the units of tesla $m$. The origin of the scalar $A^{(0)}$ is the universal constant $\hbar/e$, the magnetic fluxon, with units of magnetic flux (weber = volts). Here $\hbar$ is the reduced Planck constant ($\hbar/(2\pi)$) and $e$ the charge on the proton. (The charge on the electron is $-e$).

The generally covariant magnetic field in Evans’ generally covariant unified field theory [3]–[18] must always be defined by:

\[ F^a = D \wedge A^a \]

(18.15)

and has the units of tesla = weber $m^{-2}$. The reason for this is that the covariant exterior derivative is always needed [2] in differential geometry for arbitrary spacetimes with in general non-zero torsion form and Riemann form.
So it is seen that differential geometry guides us towards the generally covariant definition of the magnetic field, (and also the electric field), and as we shall see, gives us the correct and generally covariant field equations of electrodynamics. The Maxwell-Heaviside field theory, although well known, is not a correct theory of general relativity because it uses ordinary derivatives in a flat spacetime (zero Riemann and torsion forms). We have seen in Section 18.2 that the torsion form is sometimes the dual of the Riemann form for all spacetimes, (the second Evans duality equation (18.7) of differential geometry), so the existence of the Riemann form sometimes implies the existence of the torsion form. In other words curvature implies torsion. It is therefore seen that Einstein’s omission of the torsion form is geometrically incorrect, and this explains why he was never able to develop a unified field theory. The contemporary ”standard model” is not a theory of general relativity, and is therefore not correctly covariant, because within the standard model, a flat spacetime is used for three sectors out of four (electrodynamical, weak and strong fields). Unsurprisingly therefore, the standard model is unable to account for the fundamental and generally covariant Evans spin field $B^{(3)}$, now known to be observable in many ways [3]–[18]. Contemporary string theory is a mathematical construct (i.e. string theory is not a theory of physics, it is a construct of mathematics that uses several unphysical ”dimensions”) and for this reason can make no predictions about nature. In other words string theory is an obscure and elaborate mathematical way of trying to describe things that are already known in physics, and already describable more simply with already known theories of physics. For this reason string theory is not capable of predicting anything new in physics, and is not a unified field theory. String theory may be interesting for pure mathematics, but the correct geometrical basis for physics is now well known to be the Evans field matter theory [3]–[18], whose origins in differential geometry are summarized briefly in Section 18.2. The Evans theory uses only the four physical dimensions: time and three space dimensions. These are used as in standard relativity to construct four dimensional spacetime. For this reason the Evans theory is a powerful and predictive theory of nature which also reduces to the known equations of both classical and quantum physics [3]–[18].

From Eqs. (18.4) and (18.6):

$$F^a = d \wedge A^a + \kappa \frac{A^{b}}{A^{(0)}} A^b \wedge A^c.$$  \hspace{1cm} (18.16)

Defining:

$$g := \frac{\kappa}{A^{(0)}}$$ \hspace{1cm} (18.17)

we obtain the magnetic field in general relativity:

$$F^a = D \wedge A^a = d \wedge A^a + g A^b \wedge A^c.$$ \hspace{1cm} (18.18)

The electric field in general relativity is similarly defined with appropriate indices. The precise way of doing this in O(3) electrodynamics is developed later.
in this Section. The field theory of O(3) electrodynamics [3]–[18] is defined by:

\[ a, b, c = (1), (2), (3) \]  
(18.19)

so that:

\[ B^{(3)*} = \nabla \times A^{(3)*} - igA^{(1)} \times A^{(2)} \]

et cyclicum.
(18.20)

Here (1), (2) and (3) are the indices of the complex circular basis with O(3) group symmetry, whose three complex unit vectors, \( e^{(1)}, e^{(2)} \) and \( e^{(3)} \), are cyclically inter-related:

\[ e^{(1)} \times e^{(2)} = ie^{(3)*} \]

et cyclicum
(18.21)

and related to the Cartesian \( i, j \) and \( k \) by:

\[ e^{(1)} = e^{(2)*} = \frac{1}{\sqrt{2}} (i - ij) \]

(18.22)

\[ e^{(3)} = k. \]
(18.23)

The inverse Faraday effect is then defined in general relativity by the magnetization:

\[ M^{(3)*} = \frac{1}{\mu_0} g^* B^{(3)*} = -\frac{i}{\mu_0} g^* A^{(1)} \times A^{(2)} \]

where \( \mu_0 \) is the permeability in vacuo and \( g^* \) a coefficient in units of \( e/\hbar \), the inverse fluxon. Therefore the inverse Faraday effect (magnetization by circularly or elliptically polarized electromagnetic radiation) observes \( B^{(3)} \) directly and is the magnetization of matter due to \( B^{(3)} \), as originally inferred by Evans in Dec. 1991 [17].

The correct homogeneous and inhomogeneous field equations of electrodynamics are found from Evans’ generally covariant unified field theory by using the guidelines of differential geometry. The inhomogeneous field equation of generally covariant electrodynamics follows from the first Maurer Cartan structure relation (18.4) and is the fundamental Bianchi identity of differential geometry for spacetimes with both torsion and curvature [2]:

\[ D \wedge \tau^a := R^a_b \wedge q^b. \]
(18.25)

Using the second Evans duality equation, Eq. (18.25) becomes:

\[ D \wedge \tau^a := -\kappa e^a_{bc} \tau^c \wedge q^b. \]
(18.26)
Therefore the inhomogeneous field equation is a differential equation in the torsion form and can be solved analytically or numerically for any given situation in electrical and electronic engineering. Using Eq. (18.15), Eq. (18.26) becomes:

\[ D \wedge F^a = \frac{-\kappa}{A(0)} \epsilon^{a}_{bc} B^c \wedge A^b \]  

(18.27)
i.e.

\[ D \wedge F^a = \epsilon^{a}_{bc} A^b \wedge B^c. \]  

(18.28)

Eq. (18.28) replaces the familiar inhomogeneous field equation of Maxwell-Heaviside field theory [19], and so replaces the Coulomb Law and the Ampere-Maxwell Law.

The correct homogeneous field equation of electrodynamics is found from the following identity of differential geometry:

\[ d \wedge \tau^a := R^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge \tau^b = 0 \]  

(18.29)

where:

\[ \tilde{\tau}^a_{\ \rho\sigma} = \frac{1}{2} \epsilon_{\rho\sigma\mu\nu} \tau^{a\mu\nu} \]  

(18.30)
is the dual of the torsion form in the base manifold. Using Eq. (18.15) the homogeneous field equation of generally covariant electrodynamics is therefore:

\[ d \wedge F^a \sim 0 \]  

(18.31)

and can again be solved analytically or numerically for any spacetime. The homogeneous equation (18.28) and the inhomogeneous equation (18.31) must be solved simultaneously for quantities of interest in practical electrical and electronic engineering, but this should be easily possible with contemporary software and hardware. Eq. (18.31) replaces the familiar homogeneous field equation of Maxwell-Heaviside field theory and therefore replaces the Gauss Law and the Faraday Law of induction. Eq. (18.31) is an identity obeyed by any anti-symmetric tensor such as the torsion tensor, which in differential geometry becomes the vector valued torsion two form (vector valued because of the single index \( c \), two form because of the two indices \( \mu \) and \( \nu \), indicating an anti-symmetric tensor for each \( c \) [2]). In the older Maxwell-Heaviside field theory the \( c \) index is missing and the electromagnetic field tensor is not recognized as a torsion form dual to the curvature or Riemann form. The reason for this is that the Maxwell-Heaviside field theory is the archetypical theory of special relativity (flat spacetime) and historically preceded (circa 1900 to 1905) the theory of general relativity (1915) (Riemann or curved spacetime but torsion form incorrectly omitted). It was first shown by Evans in 2003 [3]–[18] that field unification occurs correctly only in a spacetime with non-zero curvature correctly dual to non-zero torsion through the fundamental Evans duality equations (18.6) and (18.7) of differential geometry.

It follows that the correct equation of charge current density \( (J^a) \) in generally covariant electrodynamics is found from the right hand side of Eq. (18.28):
\[ d \wedge F^a = \mu_0 j^a \tag{18.32} \]

From Eq. (18.31) it is seen that there are no physical magnetic monopoles in Evans' generally covariant unified field theory. The basic reason for this is that the covariant derivative of the dual of the torsion form is identically zero - a geometrical theorem obeyed in all spacetimes. There are, however, observable topological magnetic monopoles given by the covariant derivative \[3\]–\[18\]. These originate again in the fact that spacetime in general has curvature and torsion from differential geometry.

Having summarized the basic concepts the rest of this Section illustrates in detail the derivation of O(3) electrodynamics \[3\]–\[18\], which is now known to be an example of the more general Evans unified field theory.

From Eq. (18.15) it is seen that the following generally covariant gauge field is part of the general definition of gauge field:

\[ G^c_{\mu\nu} = G^{(0)} (q^a_{\mu} q^{b}_{\nu} - q^a_{\nu} q^{b}_{\mu}) \tag{18.33} \]

Here \(G^{(0)}\) is a scaling factor and \(q^a_{\mu}\) and \(q^b_{\nu}\) are tetrads. The magnetic field components from Eq (18.33) are:

\[ B^c_{ij} = B^{(0)} (q^a_i q^b_j - q^a_j q^b_i), \tag{18.34} \]

and the electric field components are:

\[ E^c_{0i} = E^{(0)} (q^a_0 q^b_i - q^a_i q^b_0). \tag{18.35} \]

In the complex circular basis these equations become:

\[ B^{(1)\ast}_{ij} = -iB^{(0)} (q^{(2)}_i q^{(3)}_j - q^{(2)}_j q^{(3)}_i) \tag{18.36} \]
\[ B^{(2)\ast}_{ij} = -iB^{(0)} (q^{(3)}_i q^{(1)}_j - q^{(3)}_j q^{(1)}_i) \tag{18.37} \]
\[ B^{(3)\ast}_{ij} = -iB^{(0)} (q^{(1)}_i q^{(2)}_j - q^{(1)}_j q^{(2)}_i) \tag{18.38} \]
\[ E^{(1)\ast}_{0i} = -iE^{(0)} (q^{(0)}_0 q^{(2)}_i - q^{(0)}_i q^{(2)}_0) \tag{18.39} \]
\[ E^{(2)\ast}_{0i} = iE^{(0)} (q^{(0)}_0 q^{(1)}_i - q^{(0)}_i q^{(1)}_0) \tag{18.40} \]
\[ E^{(3)\ast}_{0i} = -iE^{(0)} (q^{(0)}_0 q^{(3)}_i - q^{(0)}_i q^{(3)}_0). \tag{18.41} \]

The tetrad is defined by the Evans wave equation for the electromagnetic potential field:

\[ (\Box + kT) A^a_\mu = 0. \tag{18.42} \]

The tetrad components appropriate to circularly polarized electromagnetic radiation uninfluenced by gravitation are as follows:
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\[ q^{(1)}_1 = -q^{(1)}_x = -i e^{i\phi}/\sqrt{2}, \]  
\[ q^{(1)}_2 = -q^{(1)}_y = -i e^{i\phi}/\sqrt{2}, \]  
\[ q^{(2)}_1 = -q^{(2)}_x = i e^{i\phi}/\sqrt{2}, \]  
\[ q^{(2)}_2 = -q^{(2)}_y = -i e^{i\phi}/\sqrt{2}, \]  
\[ q^{(0)}_0 = -q^{(3)}_z = 1. \]

The electric field components are therefore defined by:

\[ E^{(2)}_{01} = E^{(1)*}_{01} = -i E^{(0)} q^{(0)}_0 q^{(2)}_1 \]
\[ = -E^{(2)}_1 = E^{(2)}_x = E^{(0)} e^{-i\phi}/\sqrt{2}, \]
\[ E^{(2)}_{02} = E^{(1)*}_{02} = -i E^{(0)} q^{(0)}_0 q^{(2)}_2 \]
\[ = -E^{(2)}_2 = E^{(2)}_y = i E^{(0)} e^{-i\phi}/\sqrt{2}, \]
\[ E^{(1)}_{01} = E^{(2)*}_{01} = i E^{(0)} q^{(0)}_0 q^{(1)}_1 \]
\[ = -E^{(1)}_1 = E^{(1)}_x = E^{(0)} e^{i\phi}/\sqrt{2}, \]
\[ E^{(1)}_{02} = E^{(2)*}_{02} = i E^{(0)} q^{(0)}_0 q^{(1)}_2 \]
\[ = -E^{(1)}_2 = E^{(1)}_y = -i E^{(0)} e^{i\phi}/\sqrt{2}, \]
\[ E^{(3)}_{03} = -i E^{(0)} = -E^{(3)}_3 = E^{(3)}_z, \]

i.e

\[ E^{(2)}_{01} = -E^{(2)}_1 \]
\[ E^{(2)}_{02} = -E^{(2)}_2 \]
\[ E^{(1)}_{01} = -E^{(1)}_1 \]
\[ E^{(1)}_{02} = -E^{(1)}_2 \]
\[ E^{(3)}_{03} = -E^{(3)}_3. \]

and the magnetic field components by:
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\[ B_{12}^{(3)*} = B_{12}^{(3)} = B_z^{(3)} = -B_3^{(3)} \]
\[ = -iB^{(0)}(q_1^{(1)}q_2^{(2)} - q_1^{(2)}q_2^{(1)}) \]
\[ = B^{(0)}, \]
\[ B_{23}^{(1)*} = B_{23}^{(2)} = B_x^{(2)} = -B_1^{(2)} \]
\[ = -iB^{(0)}(q_2^{(2)}q_3^{(3)} - q_2^{(3)}q_3^{(2)}) \]
\[ = -iB^{(0)}e^{-i\phi}/\sqrt{2}, \]
\[ B_{31}^{(1)*} = B_{31}^{(2)} = -B_y^{(2)} = B_2^{(2)} \]
\[ = -iB^{(0)}(q_3^{(2)}q_1^{(3)} - q_3^{(3)}q_1^{(2)}) \]
\[ = -B^{(0)}e^{-i\phi}/\sqrt{2}, \]
\[ B_{13}^{(1)*} = B_{13}^{(2)} = B_y^{(2)} = -B_2^{(2)} \]
\[ = -iB^{(0)}(q_1^{(2)}q_3^{(3)} - q_1^{(3)}q_3^{(2)}) \]
\[ = -iB^{(0)}e^{-i\phi}/\sqrt{2}, \]
\[ B_{32}^{(1)*} = B_{32}^{(2)} = -B_x^{(2)} = B_1^{(2)} \]
\[ = -iB^{(0)}(q_3^{(2)}q_2^{(3)} - q_3^{(3)}q_2^{(2)}) \]
\[ = iB^{(0)}e^{-i\phi}/\sqrt{2}, \]

i.e.

\[ B_{12}^{(3)} = -B_{21}^{(3)} = -B_3^{(3)} \]
\[ B_{23}^{(2)} = -B_{32}^{(2)} = -B_1^{(2)} \]
\[ B_{13}^{(2)} = -B_{31}^{(2)} = -B_2^{(2)} \]

and

\[ B_1^{(1)} = -\frac{1}{2}e_{ijk}B_{jk}^{(1)}, \]
\[ B_2^{(2)} = -\frac{1}{2}e_{ijk}B_{jk}^{(2)}, \]
\[ B_3^{(3)} = -\frac{1}{2}e_{ijk}B_{jk}^{(3)}. \]

There are three sets of equations which give the correctly covariant form of the familiar Maxwell Heaviside field equations, to which we refer now only because of historical context. In other words the Maxwell Heaviside field equations must be regarded now as particular special cases of the more general Evans field equations defined as follows. The equations of index (1)
are deduced from the particular geometrical relations implied by using the complex circular basis:

\[ B^{(1)} = i \frac{E^{(1)}}{c}, \]  
\[ E^{(1)} = -icB^{(1)}. \]  

The duality relations (18.53) are obeyed by the following set of index (1) equations:

\[ \nabla \cdot B^{(1)} = 0, \quad \nabla \cdot E^{(1)} = 0, \]  
\[ \frac{\partial B^{(1)}}{\partial t} + \nabla \times E^{(1)} = 0, \]  
\[ \nabla \times B^{(1)} - \frac{1}{c^2} \frac{\partial E^{(1)}}{\partial t} = 0. \]  

These are the O(3) electrodynamical field equations of index (1) [3]–[18]. The electric and magnetic fields for index (1) can be expressed as the well known transverse plane waves

\[ E^{(1)} = E^{(0)} (i - ij) e^{i\phi}/\sqrt{2}, \]  
\[ B^{(1)} = B^{(0)} (ii + j) e^{i\phi}/\sqrt{2}. \]  

From elementary vector analysis:

\[ \frac{\partial B^{(1)}}{\partial t} = -\omega B^{(0)} (i - ij) e^{i\phi}/\sqrt{2}, \]  

and the curl is defined as:

\[ \nabla \times E^{(1)} = \frac{E^{(0)}}{\sqrt{2}} \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ e^{i\phi} & -ie^{i\phi} & 0 \end{vmatrix} \]  
\[ = \kappa E^{(0)} (i - ij) e^{i\phi}/\sqrt{2}. \]  

This verifies eq. (18.54).

Similarly:

\[ \frac{\partial E^{(1)}}{\partial t} = \omega E^{(0)} (ii + j) e^{i\phi}/\sqrt{2} \]  

and

\[ \nabla \times B^{(1)} = \frac{B^{(0)}}{\sqrt{2}} \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ ie^{i\phi} & e^{i\phi} & 0 \end{vmatrix} \]  
\[ = \omega E^{(0)} (ii + j) e^{i\phi}/(\sqrt{2}c^2) \]
The O(3) field equations of index (2) are built up from the geometrical duality:

\[
B^{(2)} = -i \frac{E^{(2)}}{c}, \\
E^{(2)} = icB^{(2)},
\]

which obey the O(3) electrodynamical field equations of index (2):

\[
\nabla \cdot B^{(2)} = 0, \quad \nabla \cdot E^{(2)} = 0, \\
\frac{\partial B^{(2)}}{\partial t} + \nabla \times E^{(2)} = 0, \\
\nabla \times B^{(2)} - \frac{1}{c^2} \frac{\partial E^{(2)}}{\partial t} = 0.
\]

The electric and magnetic fields form Eqs. (18.61) are found to be the plane waves:

\[
E^{(2)} = E^{(0)} (i + ij) e^{-i\phi}/\sqrt{2}, \\
B^{(2)} = B^{(0)} (-i i + j) e^{-i\phi}/\sqrt{2}.
\]

These are complex conjugates of the plane waves (18.55).

From elementary vector analysis:

\[
\frac{\partial B^{(2)}}{\partial t} = \omega B^{(0)} (-i - ij) e^{-i\phi}/\sqrt{2} (18.63)
\]

and the curl is:

\[
\nabla \times E^{(2)} = \frac{E^{(0)}}{\sqrt{2}} \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ e^{-i\phi} & ie^{-i\phi} & 0 \end{vmatrix} = \kappa E^{(0)} (i + ij) e^{-i\phi}/\sqrt{2} (18.64)
\]

thus verifying Eq. (18.61). Similarly

\[
\frac{\partial E^{(2)}}{\partial t} = -i\omega E^{(0)} (i + ij) e^{-i\phi}/\sqrt{2} (18.65)
\]

and

\[
\nabla \times B^{(2)} = \frac{B^{(0)}}{\sqrt{2}} \begin{vmatrix} i & j & k \\ \frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\ -ie^{-i\phi} & e^{-i\phi} & 0 \end{vmatrix} = \kappa B^{(0)} (-i i + j) e^{-i\phi}/\sqrt{2} (18.66)
\]
thus verifying Eq. (18.61).

The field equations of index (3) are found from the geometrical duality:

\[ \mathbf{B}^{(3)} = \frac{i}{c} \mathbf{E}^{(3)}, \]  
\[ \mathbf{E}^{(3)} = -ic \mathbf{B}^{(3)}, \]  

(18.67)

and are:

\[ \nabla \cdot \mathbf{B}^{(3)} = 0, \quad \nabla \cdot \mathbf{E}^{(3)} = 0, \]  
\[ \frac{\partial \mathbf{B}^{(3)}}{\partial t} + \nabla \times \mathbf{E}^{(3)} = 0, \]  
\[ \nabla \times \mathbf{B}^{(3)} - \frac{1}{c^2} \frac{\partial \mathbf{E}^{(3)}}{\partial t} = 0. \]  

(18.68)

The fields for index (3) are missing entirely from Maxwell Heaviside field theory (spacetime with no torsion) and are the fundamental spin fields of general relativity (spacetime with torsion):

\[ \mathbf{B}^{(3)} = \mathbf{B}^{(0)} \mathbf{k}, \]  
\[ \mathbf{E}^{(3)} = -ic \mathbf{B}^{(3)}, \]  
\[ \text{Re} \left( \mathbf{E}^{(3)} \right) = 0. \]  

(18.69)

These duality relations, field equations and fields of O(3) electrodynamics all follow from the fundamental definition (18.32), which is part of the more general definition (18.18).

The older Maxwell Heaviside field equations have the structure of Eq. (18.54), (18.61) and (18.68) but there are no indices (1), (2) and (3), and no spin field \( \mathbf{B}^{(3)} \). The fundamental reason for this is now known to be the fact that the Maxwell Heaviside field theory is not correctly (i.e. generally) covariant. The Evans field theory is correctly covariant and is also a unified field theory which contains much more information about for example electricity and magnetism or electronics, computing and communications devices than the older Maxwell Heaviside field theory. From the Bianchi identity (18.25) and the Evans duality equations, it is clear that the Evans theory also contains information about the way in which electromagnetism influences gravitation, and this information is of importance in space propulsion engineering for example. Another example of the practical usefulness of the Evans theory stems from the fact that the Evans theory shows that the electromagnetic field is a property of spacetime torsion. So in theory, it is possible to obtain energy from spacetime with torsion, an exceedingly important goal of energy engineering [20]. Historically, the Evans field theory was gradually inferred from the experimental inverse Faraday effect.
Acknowledgments

Craddock Inc., the Ted Annis Foundation, Applied Science Associates and ADAS are thanked for generous funding of this work, and the staff of AIAS for many interesting discussions.
References


19. M. W. Evans, reviews in vols. 119(2) and 119(3) of Modern Nonlinear Optics (2nd edition), see these and other entries of .ref. (16).
The Derivation of O(3) Electrodynamics from The Evans Unified Field Theory

Summary. The theory of O(3) electrodynamics is derived from the generally co-
variant Evans unified field theory as a well defined particular case. The latter is
described by spin connection components of the electromagnetic field after it has
split from the gravitational field during the course of billions of years of evolution.

Key words: O(3) electrodynamics; generally covariant unified field theory; spin con-
nection elements.

19.1 Introduction

Recently a generally covariant unified field theory of gravitation and electro-
magnetism has been developed [1]–[25] from a precursor gauge field theory -
O(3) electrodynamics. The unified field theory is based on differential geom-
etry, and completes Einstein’s search [26] of 1925 to 1955 for a structure
that is a logical extension of his earlier 1915 theory of gravitation. The lat-
er is based on a Riemann geometry in which the torsion tensor is zero by
construction. Einstein subsequently made attempts to develop a unified field
theory in which electromagnetism, as well as gravitation, is thought of as a
generally covariant property of spacetime. In so doing, spin or torsion has
to be incorporated within general relativity. To obtain a unified field theory
it is therefore insufficient to replace derivatives by covariant derivatives with
Christoffel connections, as in the Einstein Maxwell equations. The reason is
that the Christoffel connection is symmetric in its lower two indices, so that
the torsion tensor is subsequently zero by construction:

\[ T^\kappa_{\mu \nu} = \Gamma^\kappa_{\mu \nu} - \Gamma^\kappa_{\nu \mu} = 0. \]  (19.1)

This means that spin is not self-consistently included in the Einstein Maxwell
equations. Einstein realized this and pursued the correct geometry for thirty
years. Evidently this has to be a geometry in which the torsion tensor is non-
zero and this is differential geometry [27]. It has been shown recently [1]–[25]
that this geometry can be translated directly into a generally covariant unified field theory in which the basic building block is the vector-valued tetrad one-form $q^a_{\mu}$. The potential field of the electromagnetic sector is then defined by:

$$A^a_{\mu} = A^{(0)} q^a_{\mu} \tag{19.2}$$

where $A^{(0)}$ is a $C$ negative coefficient originating in the primordial fluxon $\hbar/e$. The electromagnetic sector of the unified field is defined by the covariant exterior derivative:

$$F^a = D \wedge A^a = d \wedge A^a + \omega^a_{\ b} \wedge A^b \tag{19.3}$$

where $d\wedge$ denotes the exterior derivative and $\omega^a_{\ b}$ the spin-connection.

In Section 19.2 the structure of O(3) electrodynamics is obtained from Eq. (19.3), thus proving that O(3) electrodynamics is a well defined limit of the Evans unified field theory. A brief discussion of this result is given in Section 19.3.

### 19.2 The Limit of O(3) Electrodynamics

The spin connection in the unified field theory [1]–[25] must also obey the following cyclic equation:

$$d \wedge F^a = A^{(0)} \left( R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b \right) = \mu_0 j^a \sim 0. \tag{19.4}$$

In vector notation Eq. (19.4) is:

$$\nabla \cdot B^a = 0 \tag{19.5a}$$

$$\nabla \times E^a + \frac{\partial B^a}{\partial t} = 0 \tag{19.5b}$$

and for each index a Eq. (19.5a) is the Gauss law of magnetism and Eq. (19.5b) is the Faraday law of induction Eq. (19.4) is the experimental constraint:

$$R^a_{\ b} \wedge q^b = \omega^a_{\ b} \wedge T^b \tag{19.6}$$

or free space condition. Using the Maurer-Cartan structure equations:

$$T^b = D \wedge q^b \tag{19.7}$$

$$R^a_{\ b} = D \wedge \omega^a_{\ b} \tag{19.8}$$

it is seen that a particular solution of Eq. (19.6) is:

$$\omega^a_{\ b} = -\frac{1}{2} \kappa \epsilon^a_{\ bc} q^c \tag{19.9}$$
where $\kappa$ is a wavenumber and
\[
e^{a}_{bc} = g^{ad} \epsilon_{dbc}.
\] (19.10)

Here
\[
g^{ad} = \text{diag}(1, -1, -1, -1)
\] (19.11)

is the metric of the orthonormal tangent spacetime and $\epsilon_{abc}$ is the Levi-Civita symbol.

It follows that:
\[
F^1 = d \wedge A^1 + g A^2 \wedge A^3
\] (19.12)
\[
F^2 = d \wedge A^2 + g A^3 \wedge A^1
\] (19.13)
\[
F^3 = d \wedge A^3 + g A^1 \wedge A^2
\] (19.14)

where
\[
g = \frac{\kappa}{A^{(0)}}.
\] (19.15)

In the complex circular basis [1]–[25], Eqs.(19.12)–(19.14) become:
\[
F^{(1)*} = d \wedge A^{(1)*} - ig A^{(2)} \wedge A^{(3)}
\] (19.16)
\[
F^{(2)*} = d \wedge A^{(2)*} - ig A^{(3)} \wedge A^{(1)}
\] (19.17)
\[
F^{(3)*} = d \wedge A^{(3)*} - ig A^{(1)} \wedge A^{(2)}
\] (19.18)

and these are the fundamental definitions of the field tensors of O(3) electrodynamics [1]–[25].

The Evans spin field is:
\[
B^{(3)*} = -ig A^{(1)} \wedge A^{(2)}
\] (19.19)

and is observed experimentally in the magnetization of all materials by circular polarized electromagnetic radiation at any frequency, the inverse Faraday effect [1]–[25].

It is seen that the $B^{(3)}$ spin field is the result of, and a fundamental property of, objective physics, i.e. the result of general relativity. Specially, $B^{(3)}$ arises from the spinning frame which represents electromagnetism in objective physics, it is defined by the spin connection. The $B^{(3)}$ spin field is not defined in the Maxwell-Heaviside field theory of special relativity because in that nineteenth century theory the electromagnetic field is an entity superimposed on a static frame in Minkowski spacetime (“flat spacetime”). In the Minkowski spacetime there is no spin connection, and no $B^{(3)}$ spin field. Therefore the Evans unified field theory of objective physics is preferred experimentally and on the fundamental basis of objectivity in physics.

There is no $E^{(3)}$ field because:
\[
F^{(3)*}_{03} = (d \wedge A^{(3)})^*_{03} - ig A^{(1)}_0 \wedge A^{(2)}_3
\]
\[
= 0
\] (19.20)
as again observed experimentally. There is no electric analogue of the inverse Faraday effect. Analogously, the plane of polarization of light is rotated only by a static magnetic field (the Faraday effect), and is not rotated by a static electric field.

19.3 Discussion

The O(3) electrodynamic structure derived in Section 19.2 is a geometric structure in which the tangent bundle index a is a well defined property of differential geometry and therefore of generally covariant physics. The original O(3) electrodynamics [1]–[25] was developed as a gauge field theory in which the internal index a is an index of the fiber bundle imposed on a flat spacetime. The mathematical structure is the same in both cases, but the geometrical interpretation is preferred because it is generally covariant. All laws of physics must be generally covariant and objective in any frame of reference. The latter interpretation allows field unification through the first Bianchi identity of differential geometry, for example, producing the homogeneous field equation of the unified field:

\[ D \wedge F^a = R^a_{\ b} \wedge A^b. \]  

(19.21)

When the electromagnetic and gravitational fields split into separate entities, equation (19.1) splits into:

\[ d \wedge F^a = 0 \]  

(19.22)

\[ R^a_{\ b} \wedge A^b = \omega^a_{\ b} \wedge F^b. \]  

(19.23)

The Bianchi identity used in Einstein’s gravitational theory of 1915 is also obeyed, in tensor notation it becomes the familiar:

\[ R_{\sigma\mu\nu\rho} + R_{\sigma\nu\rho\mu} + R_{\sigma\rho\mu\nu} = 0. \]  

(19.24)

Eq. (19.24) is true if and only if Eq. (19.1) is true, i.e. if and only if the Christoffel connection is symmetric, in which case the torsion tensor vanishes, and with it the electromagnetic field. This is therefore a self-consistent argument, the electromagnetic field being the torsion tensor.

More generally the Bianchi identity (19.24) is not true, this means physically that there can be a tiny influence of gravitation on electromagnetism and vice versa. This influence must be tiny because it is known that the Gauss Law and Faraday Law of induction hold to great precision., i.e. it is known experimentally that Eq. (19.22) must be true to great precision. The familiar Maxwell-Heaviside structure is:

\[ F = d \wedge A \]  

(19.25)

\[ d \wedge F = 0 \]  

(19.26)
and is well known to be the archetypical theory of special relativity, invariant only upon Lorentz transformation, and not under general coordinate transformation [27]. The Evans unified field theory in contrast is generally covariant, and thus objective under any type of coordinate transformation. It is therefore preferred to the Maxwell-Heaviside field theory. Experimentally, the Evans field theory is preferred because it is capable of self-consistently generating non-linear optical phenomena such as magnetization by circularly polarized electromagnetic radiation (the inverse Faraday effect [1]–[25]. The latter is magnetization in any material and at any frequency by the Evans spin field:

$$B^{(3!)} = -igA^{(1)} \wedge A^{(2)},$$

(19.27)
a fundamental property of electromagnetic radiation at any frequency and in any state of polarization. The Evans spin field is a generally covariant property of nature, i.e. a property and prediction of Einstein’s theory of general relativity recently extended by Evans [1]–[25] to a unified field theory of all radiated and matter fields. The Evans spin field is a non-linear property of electromagnetic radiation and is an element of the torsion form. For these reasons it is not defined in the Maxwell-Heaviside field theory of electromagnetism, because the latter theory is linear and Lorentz covariant only. The Maxwell-Heaviside field theory does not consider the torsion form or spin connection of differential geometry because it is a flat spacetime theory in which the spin connection, torsion and Riemann forms all vanish. Thus, the homogeneous field equation of the Maxwell-Heaviside field theory is Eq. (19.26), in which the covariant exterior derivative $D \wedge$ is replaced by the exterior derivative $d \wedge$ and in which the spin connection vanishes. There being no spin connection, the internal index a loses meaning, so Eq. (19.22) becomes Eq. (19.26). In this way we may recover the Maxwell-Heaviside structure from the Evans unified field theory in the limit of flat spacetime where the spin connection approaches zero asymptotically. In this limit gravitation is obviously absent, because the spacetime is flat and the Riemann form has vanished.

However, this procedure loses a great deal of information, all of non-linear optics is thrown away, and the basic axiom of Einsteinian natural philosophy is thrown away: general covariance. So we reject this procedure despite the fact that it gives the Maxwell-Heaviside structure straightforwardly as an asymptotic limit of the Evans field theory. Much preferable is the O(3) electrodynamics procedure represented by:

$$F^\alpha = D \wedge A^\alpha$$

(19.28)

$$d \wedge F^\alpha = 0$$

(19.29)

and well tested experimentally as summarized in the literature [1]–[25]. Eq. (19.29) allows us to recover the well tested Gauss Law and Faraday Law of induction without losing general covariance and without losing the inverse Faraday effect and the Evans spin field. More generally, O(3) electrodynamics can be developed into a theory capable of describing any type of non-linear
optical effect by choosing the spin connection to satisfy the experimental requirements of non-linear optics while retaining general covariance.

The Evans unified field theory also unifies causal general relativity with wave mechanics by developing the well known tetrad postulate of differential geometry:

\[ D_\nu q^a_\mu = 0 \]  

into the Evans Lemma:

\[ \Box q^a_\mu = R q^a_\mu. \]  

The lemma (19.31) is a subsidiary geometrical proposition which shows that spacetime is quantized. The wave-function is the tetrad \( q^a_\mu \). In the electrodynamic sector the Lemma becomes:

\[ \Box A^a_\mu = R A^a_\mu, \]  

an equation which shows that the electromagnetic field is quantized in a causal manner. We therefore reject the acausal assertions of the Copenhagen School in favour of the causal axioms of the Determinist School. Finally a general form of the famous Einstein field equation:

\[ R = -kT \]  

is used to translate the Lemma into the Evans wave equation [1]–[25]:

\[ (\Box + kT) q^a_\mu = 0. \]  

Here \( k \) is the Einstein constant, \( T \) a contracted energy-momentum tensor and \( R \) a scalar curvature. Note carefully however that the quantities \( R \) and \( T \) are no longer confined to gravitation, they are properties of the Evans unified field. In the latter the Ricci tensor \( R_{\mu\nu} \) and the canonical energy-momentum tensor \( T_{\mu\nu} \) are asymmetric for the unified Evans field, and so both tensors must always be a sum of symmetric and anti-symmetric components from a basic theorem of matrices [28]. The metric \( g_{\mu\nu} \) is also asymmetric in the Evans unified field, i.e. is a tensor product of tetrads:

\[ g^{ab}_{\mu\nu} = q^a_\mu q^b_\nu. \]  

However, we may still contract in the same way as Einstein:

\[ R = g^{ab}_{\mu\nu} R^{\mu\nu}_{ab}; T = g^{ab}_{\mu\nu} T^{\mu\nu}_{ab}; g^{ab}_{\mu\nu} g^{ab}_{\mu\nu} = 4, \]  

and thus recover Eq. (19.35) from the famous Einstein wave equation:

\[ R^{ab}_{\mu\nu} - \frac{1}{2} R g^{ab}_{\mu\nu} = k T^{ab}_{\mu\nu}. \]  

Evidently, the latter also becomes an equation in asymmetric tensors in the Evans unified field theory and not just symmetric tensors as in the original 1915 gravitational theory of Einstein.
The Evans wave equation has been tested [1]–[25] in well known limits and shown to produce all the main equations of physics such as Dirac’s equation. It is possible to recover the latter equation because the tangent bundle index a of the tetrad can be used in any representation space [27]. Having obtained Dirac’s equation we have inferred fermions and elementary anti-particles from general relativity. Similarly the structure of nuclear weak and strong field theory can be inferred using appropriate representation spaces for the tangent bundle of the tetrad. A lagrangian can always be defined from which the field equation is recovered by variation and Euler Lagrange equation. The covariant derivative can always be chosen to build any type of generally covariant unified field theory of elementary particles. Having already obtained the Maxwell-Heaviside limit we can if desired automatically obtain the electro-weak field of Glashow, Weinberg and Salaam (GWS) as a limit of the Evans unified field theory. However we reject this procedure because it has the same inherent difficulties as described already: the Maxwell-Heaviside field throws away non-linear optics and general covariance, and therefore so does GWS theory. Far preferable is to develop O(3) electrodynamics into an electro-weak field theory and some attempts have already been made in this direction [1]–[25]. More generally the Evans unified field theory should be developed rigorously into a generally covariant electro-weak theory by suitable choice of representation space and geometry. The overall structure of quantum strong field theory (quantum chromodynamics) has also been recovered from the Evans unified field theory [1]–[25] using the required SU(3) representation space. Therefore if quarks exist as the most elementary particles they can if desired be described in this way from the Evans unified field theory. However quarks are postulated to be unobservable (confined) and in natural philosophy that which is unobservable is not physical. Finally the Evans spin field is the archetypical string [1]–[25] of the electromagnetic field and the Evans field theory could be developed with string theory. However the latter is often regarded as a mathematical construct rather than a theory of physics.
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Calculation of the Anomalous Magnetic Moment of the Electron from the Evans-Unified Field Theory

Summary. The Evans Lemma is used to calculate the g factor of the electron to ten decimal places, in exact agreement with experimental data within contemporary experimental uncertainty. The calculation proves that the Evans unified field theory is a fully quantized and generally covariant field theory of all known radiated and matter fields. It therefore has clear advantages over quantum electrodynamics, which is a theory only of special relativity and only of photons and electrons without reference to gravitation. The Evans unified field theory has none of the well known weaknesses of quantum electrodynamics, for example unphysical infinities, renormalization and dimensional regularization. Quantum electrodynamics is also fundamentally self-contradictory, being at once acausal (sum over histories construction of the wave-function at a fundamental level, ”the electron can do anything it likes”) and causal (use of the Huygens Principle at a fundamental level, ”the electron cannot do anything it likes”). The Evans theory is rigorously causal and based on general relativity.

Key words: Evans unified field theory; anomalous electron magnetic moment; anomalous electron g factor; criticism of quantum electrodynamics.

20.1 Introduction

The anomalous $g$ factor of the electron can be explained only by a fully quantized field theory. Semi-classical field theories produce the result:

$$g = 2$$

from the Dirac equation and minimal prescription with a classical electromagnetic potential which is zero in the vacuum. In semi-classical theories therefore the matter field (electron) is quantized with Dirac’s equation (a limiting form of the Evans wave equation) but the electromagnetic field is still classical. In Section 20.2 the recently developed and generally covariant unified field theory of Evans [1]–[25] is used to calculate the observed $g$ factor of the electron [26]:
\[ g = 2.0023193048. \] (20.2)

The theoretical result from the Evans theory agrees with the above experimental value to ten decimal places and within contemporary experimental uncertainty \([26]\). In Section 20.2 it is shown how this precise agreement between the Evans theory and experiment is obtained by quantizing both the matter field (the electron) and the radiated field (electromagnetic field) with the fundamental Evans Lemma. In Section 20.3 some criticisms of quantum electrodynamics are made, and it is argued that the Evans theory is to be preferred for several fundamental reasons.

### 20.2 Vacuum or Zero-point Energy in the Evans Theory

The famous anomaly in the \( g \) factor and magnetic moment of the electron originates in the existence of zero-point energy or vacuum energy in a photon ensemble regarded as a collection of harmonic oscillators. This ensemble of photons is described by the Evans Lemma \([1]–[25]\):

\[ \Box A^\alpha_\mu = RA^\alpha_\mu \] (20.3)

where the potential field is the tetrad one-form within a \( \hat{C} \) negative coefficient \( A^{(0)} \). The latter originates in the primordial magnetic fluxon \( \hbar/e \) (weber) where \( \hbar \) is the reduced Planck constant and where \(-e\) is the charge on the electron. The well known transverse plane wave \([27]\) is a solution of the Evans Lemma (20.3) with the scalar tetrad components:

\[ A^{(1)}_X = \frac{A^{(0)}}{\sqrt{2}} e^{i\phi}, \quad A^{(1)}_Y = -i \frac{A^{(0)}}{\sqrt{2}} e^{i\phi} \]
\[ A^{(2)}_X = \frac{A^{(0)}}{\sqrt{2}} e^{-i\phi}, \quad A^{(1)}_Y = i \frac{A^{(0)}}{\sqrt{2}} e^{-i\phi}. \] (20.4)

The following constant valued tetrad components:

\[ A^{(0)}_0 = A^{(3)}_Z = A^{(0)} \] (20.5)

are timelike and longitudinal solutions of the Evans Lemma. Here \( \phi \) is the electromagnetic phase:

\[ \phi = \omega t - \kappa r \] (20.6)

a special case of the Evans phase law\([1]–[25]\) of generally covariant unified field theory. Here \( \omega \) is the angular frequency

\[ \omega = \kappa c \] (20.7)

at instant \( t \) and \( \kappa \) is the wavenumber at coordinate \( r \). In these equations \( c \) is the speed of light in vacuo. The transverse tetrad elements (20.4) are solutions of the Evans Lemma in the form:
\((\Box + \kappa^2) A^\alpha_\mu = 0.\) (20.8)

The photon ensemble is obtained by expanding the wavefunction:

\[ \psi = e^{i\phi} \] (20.9)

in a Fourier series [26, 27]. The energy levels of the photon ensemble are well known to be the energy levels of the harmonic oscillator problem:

\[ E_n = \left( n + \frac{1}{2} \right) \hbar \omega \] (20.10)

when there are no photons present (n = 0), there is a non-zero vacuum energy or zero-point energy:

\[ E_{n_0} = \frac{1}{2} \hbar \omega. \] (20.11)

The photon ensemble is therefore regarded in the way that was originally inferred by Planck [26, 27], as a collection of harmonic oscillators. Atkins [27] describes the vacuum energy as being due to fluctuating electric and magnetic fields when there are no photons present. Therefore in the absence of photons the electron records the influence of these vacuum fields in its zitterbewegung or jitterbug motion. The result is that the g factor is changed from 2 of the Dirac equation to the experimental value in Eq. (20.2). This means that the electron wobbles about its equatorial axis as it spins [27].

There therefore exists a QUANTIZED VACUUM POTENTIAL:

\[ A^a_\mu \text{ (vac)} = A^{(0)}q^a_\mu \text{ (vac)} \] (20.12)

which is the eigenfunction of the Evans Lemma corresponding to its minimum (zero-point) eigenvalue \( R_0 \) in the harmonic oscillator problem:

\[ \Box A^a_\mu \text{ (vac)} = R_0 A^a_\mu \text{ (vac)} . \] (20.13)

The minimum eigenvalue is a minimum or least curvature as required by the Evans Principle of Least Curvature (a generally covariant synthesis [1]–[25] of the Hamilton Principle of Least Action and the Fermat Principle of Least Time [27]). The vacuum or zero point tetrad \( q^a_\mu \text{ (vac)} \) is this eigenfunction within a scalar factor \( A^{(0)} \), indicating self-consistently that the vacuum is the non-Minkowskian spacetime of Einstein’s general relativity extended by Evans [1]–[25] into a generally covariant and rigorously causal unified field theory.

The Dirac wave equation has been inferred [1]–[25] as a limiting form of the Evans Lemma

\[ \Box q^a_\mu = Rq^a_\mu \] (20.14)

where the minimum eigenvalue or least curvature is defined by:

\[ R \rightarrow R_0 = -\left( \frac{mc}{\hbar} \right)^2. \] (20.15)
Here
\[ \lambda = \frac{\hbar}{mc} \] (20.16)
is the Compton wavelength of the electron where \( m \) is its mass. The Dirac spinor is defined by transposition of four tetrad elements in SU(2) representation space into a column vector:
\[ q^a_\mu = \begin{bmatrix} q^R_1 & q^R_2 \\ q^L_1 & q^L_2 \end{bmatrix} \rightarrow \begin{bmatrix} q^R_1 \\ q^R_2 \\ q^L_1 \\ q^L_2 \end{bmatrix} \] (20.17)
So the Dirac spinor consists of right and left Pauli spinors:
\[ \psi = \begin{bmatrix} \phi^R \\ \phi^L \end{bmatrix}, \phi^R = \begin{bmatrix} q^R_1 \\ q^R_2 \end{bmatrix}, \phi^L = \begin{bmatrix} q^L_1 \\ q^L_2 \end{bmatrix} \] (20.18)
which are identified as elements of [1]–[25], of a two component column vector (i.e. spinor) in SU(2) representation space. The two Pauli spinors are interconverted by parity inversion:
\[ \hat{P} (\phi^R) = \phi^L. \] (20.19)
The electron therefore has right and left handed half integral spin as well as mass. In this description it is a fermion with \( g \) factor of exactly 2. This is a description of causal general relativity without yet taking note of the all important effect of the quantized vacuum potential, and in this description the Dirac spinor is a solidly defined geometrical object, not an abstract and unknowable probability as in the special relativistic and acausal Copenhagen interpretation. The introduction of an unknowable (i.e. acausal) probability into causal natural philosophy is one of many reasons why Einstein, Schrodinger, de Broglie and the Determinist School reject Copenhagen quantum mechanics as an incomplete theory. The electron CANNOT do anything it likes [26], it is governed by a causal wave equation of motion (20.14), a limiting case of the Evans wave equation [1]–[25]. Analogously a dynamical object cannot do anything it likes, it is governed by Newton’s laws of motion.

The wave equation (20.14) can be factorized [1]–[26] into a first order differential equation of motion:
\[ (\gamma^a p_a - mc) q^b_\mu = 0 \] (20.20)
where \( \gamma^a \) is the Dirac matrix. The equation (20.20) is generally covariant, and can be written in the tangent bundle spacetime of Evans’ theory as:
\[ (\gamma^a p_a - mc) q^b = 0 \] (20.21)
for all indices \( \mu \) of the base manifold. The latter is a non-Minkowskian or
curved spacetime In general all equations of generally covariant physics can
always be written in this way as equations of the orthonormal tangent bundle
spacetime, with indices such as \( \mu \) of the base manifold suppressed or implied.
This is standard practice [28] in differential geometry and the Evans theory is
the geometrization of all physics, not only gravitation. The great advantage
of writing the equations of generally covariant physics in the tangent bundle
spacetime is that the latter is orthonormal by construction, with Minkowskian
metric \( \eta^{ab} \):

\[
\eta^{ab} = \gamma^a \gamma^b = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}.
\] (20.22)

Here \( \gamma^a \) are standard Dirac matrices [1]–[26]. Any suitable orthonormal basis
set such as the Pauli matrices can be used in the tangent bundle spacetime
and so a complex valued spinor or two-vector can also always be defined in the
tangent bundle spacetime. The tetrad is the invertible matrix that links vector
components and basis vectors [28] in the tangent bundle and base manifold,
and in the Evans unified field theory [1]–[25] the tetrad is the gravitational
potential field. Within a factor \( A^{(0)} \) the tetrad is also the electromagnetic
potential field.

In this way therefore it is always possible to introduce gravitation into
any equation of physics through the tetrad. The symmetric metric of the base
manifold, the object used by Einstein and Hilbert in 1915 to define gravitation,
is the dot or scalar product of two tetrads:

\[
g_{\mu\nu} = q^a_{\mu} q^b_{\nu} \eta_{ab}
\] (20.23)

and so it is always possible to express the symmetric metric of the base man-
ifold in terms of Dirac matrices of the tangent bundle spacetime:

\[
g_{\mu\nu} = q^a_{\mu} q^b_{\nu} \gamma_a \gamma_b.
\] (20.24)

Therefore it is possible in theory to measure the effect of gravitation on the
Dirac equation, both in the absence and presence of the electromagnetic field.
This is possible in the Evans unified field theory but not possible in the con-
temporary "standard model" or in quantum electrodynamics.

In the presence of the vacuum potential the Evans equation (20.21)
becomes:

\[
\left( \gamma^a \left( p_a + e A_{(\text{vac})}^a \right) - mc \right) q^b = 0.
\] (20.25)

The magnitude of the vacuum potential is defined by the ratio:

\[
\alpha := 4\pi e A_{(\text{vac})} \frac{e A_{(\text{vac})}}{\hbar \omega} = 4\pi c e A_{(\text{vac})} \frac{e A_{(\text{vac})}}{\hbar \omega}
\] (20.26)
where $\alpha$ is the fine structure constant [1]–[27]:

$$\alpha = \frac{e^2}{4\pi \varepsilon_0 \hbar c} \quad (20.27)$$

in S.I. units. Here $\varepsilon_0$ is the vacuum permittivity. In reduced units of $4\pi \varepsilon_0 \hbar c = 1$ (20.28) it is seen that:

$$eA^{(\text{vac})} = \frac{e^2}{4\pi} E n^{(\text{vac})}. \quad (20.29)$$

This is the most fundamental way of making $A^{(\text{vac})}$ proportional to $E^{(\text{vac})}$ through the fundamental proportionality constant $e$, and this is the fundamental meaning of the vacuum potential and the reason why the fine structure constant appears in our calculation. The covariant version of Eq. (20.29) is:

$$eA^{(\text{vac})} = \frac{e^2}{4\pi} p^{a(vac)} = \frac{\alpha}{4\pi} p^{a(vac)} \quad (20.30)$$

and is written in the tangent bundle spacetime following our general rule that all equations of generally covariant physics may be written in the tangent bundle with indices of the base manifold suppressed or implied. Thereby we arrive at the inference that Eq (20.30) is the minimal prescription [1]–[27] or covariant derivative for the vacuum potential.

The Evans equation (20.25) now becomes:

$$\left( \gamma^a p_a \left( 1 + \alpha' \right) - mc \right) q^b = 0 \quad (20.31)$$

where:

$$\alpha' = \frac{\alpha}{4\pi}. \quad (20.32)$$

Eqn. (20.31) can be interpreted as an increase in the Dirac gamma matrix for constant $p_a$:

$$\gamma^a \rightarrow \gamma^a \left( 1 + \alpha' \right), \quad (20.33)$$

so the existence of $\alpha'$ is seen clearly through Eq. (20.34) to be a property of spacetime itself, and thus self-consistently as a vacuum property. It is always possible to express the Minkowski metric as the anti-commutator of Dirac matrices:

$$[\gamma^a, \gamma^b] = \gamma^a \gamma^b + \gamma^b \gamma^a = 2\eta^{ab} \quad (20.34)$$

and the factor $2$ of Eq. (20.34) can be interpreted as the Dirac $g$ factor of the electron. From Eq (20.33) the $g$ factor is therefore increased by the vacuum potential to:

$$g = \left( 1 + \alpha' \right)^2 + \left( 1 + \alpha' \right)^2 = 2 \left( 1 + \frac{\alpha}{2\pi} + \frac{\alpha^2}{16\pi^2} \right). \quad (20.35)$$
20.3 Criticisms of Quantum Electrodynamics

This theoretical result is in agreement with the experimental result of Eq (20.2) to ten decimal places, the greatest known precision of contemporary physics.

This agreement is therefore a very precise test of the Evans unified field theory and is due fundamentally to the least or minimum curvature produced by the vacuum energy:

\[ E_{\text{H}(\text{vac})} = \frac{1}{2} \hbar \omega = \frac{1}{2} \hbar c \kappa = \frac{1}{2} \hbar c |R_0|^{1/2}. \]  

(20.36)

20.3 Criticisms of Quantum Electrodynamics

In the received opinion at present the calculation of \( g \) is carried out with quantum electrodynamics (QED) by increasing the value of the Dirac matrix with the convergent vertex

\[ \gamma_{\mu} \rightarrow \gamma_{\mu} + A^{(2)}_{\mu}. \]  

(20.37)

This calculation is carried out in Minkowski or flat spacetime and so is not generally covariant as required by Einsteinian natural philosophy. The convergent vertex is defined by

\[ A^{(2)}_{\mu} = \alpha' \left( p_{\mu} + p'_{\mu} \right) / (mc) \]  

(20.38)

[1]–[26]. In QED dimensional regularization is used to remove primitive divergences of the path integral formalism [1]–[26], which has the effect:

\[ e \rightarrow \mu^{2-d/2} e \]  

(20.39)

in the lagrangian. Here \( \mu \) is an arbitrary mass and \( d \) is the mass dimension of the lagrangian. This procedure leads to \( A^{(2)}_{\mu} \) from the vertex graph:

\[-ieA_{\mu} (p, q, p + q).\]  

(20.40)

The removal of infinities of this graph results in a change in the physical properties of the electron. The convergent \( A^{(2)}_{\mu} \) is that part of the overall vertex with no \( k \) in the nominator of the integrand.

Quantum electrodynamics is not therefore a foundational theory of natural philosophy because it obtains the right result by arbitrary means: dimensional regularization, which changes \( e \), and renormalization, which artificially removes infinities of the path integral method. Quantum electrodynamics is Lorentz covariant only (it is a theory of special relativity). Quantum electrodynamics uses the sum over histories description of the wavefunction. This is an acausal description in which the electron can do anything it likes [26], go backwards or forwards in time for example. This acausality or unknowability
is contradicted fundamentally and diametrically in qed by use \[26\] of the Huygens Principle, which expresses causality or knowability - the wavefunction is built up by superposition in causal historical sequence - an event is always preceded by a cause, and nothing goes backwards in time. For these and other reasons qed was rejected by Einstein, Schrodinger, de Broglie, Dirac and many others from its inception in the late forties.

As we have seen the much vaunted precision of qed is obtained much more simply in the generally covariant and causal unified field theory of Evans. By Okham’s Razor and for several other fundamental reasons discussed already, the Evans theory is preferred to quantum electrodynamics. Similarly the Evans theory is preferred to quantum chromodynamics, which has the same fundamental flaws as quantum electrodynamics with the added problem of quark confinement. Quarks are postulated to exist but to be unobservable \[26\]. Something that is both unknowable and unobservable springs from theism and has no place in natural philosophy - the causal description of the natural world. If nature were unknowable and unobservable we could never know anything about nature and this is what the Copenhagen School would have us swallow. Add to this the many "dimensions" of string theory and whither physics?

### 20.4 Discussion

The interaction of the electron and photon ensemble may always be described in the Evans unified field theory by:

\[
(\gamma^a (i\hbar \partial_a - e A_a) - mc) q^b = 0. \tag{20.41}
\]

This equation can be developed into a wave equation as follows:

\[
(\gamma^a (i\hbar \partial_a - e A_a) - mc) (\gamma^b (-i\hbar \partial_b - e A_b^*) - mc) q^b = 0. \tag{20.42}
\]

Here the whole of the operator acts on the tetrad as follows:

\[
\left( \Box + \frac{m^2 c^2}{\hbar^2} + \frac{emc}{\hbar^2} (A_a + A_a^*) + \frac{e^2}{\hbar^2} A^a A^*_a \right) q^b = 0 \tag{20.43}
\]

where we have used the result \[26\]:

\[
\Box = \partial^a \partial_a = g^{ab} \partial_a \partial_b = \gamma^a \gamma^b \partial_a \partial_b. \tag{20.44}
\]

In Eq. (20.43) it becomes clear that the overall effect of the electromagnetic field on the electron is to always to add a scalar curvature \[1\]–\[25\]:

\[
R_{em} = -\frac{emc}{\hbar^2} (A_a + A_a^*) - \frac{e^2}{\hbar^2} A^a A^*_a. \tag{20.45}
\]

In the presence of gravitation (curvature of the base manifold):
so the Evans equation (20.43) can be used to calculate the effect of the gravitational field on the electromagnetic field interacting with an electron. More generally the calculation and computation can be extended to atoms and molecules in a gravitational field. This is twenty first century physics, i.e. not possible in the contemporary standard model, but very important to new technologies. Finally, the Evans theory is more precise than quantum electrodynamics because it is able to calculate the $g$ factor of the electron to any order in the fine structure constant. In quantum electrodynamics such calculations involve tremendous complexity and are deeply flawed philosophically. All said and done, physics is natural philosophy, and if the philosophy is flawed fundamentally it must, as always in the development of human thought, be replaced by something better.
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Generally Covariant Electro–Weak Theory

Summary. A generally covariant electro-weak theory is developed by factorizing the Evans Lemma into first order differential equations and using the appropriate minimal prescription. The differential equations are written in the tangent bundle spacetime for all base manifolds so are generally covariant. The masses of the weak field bosons are understood in terms of scalar curvature. Therefore the electro-weak theory is developed without having to use the concept of spontaneous symmetry breaking and the Higgs mechanism. The latter does not occur in Einsteins general relativity and is not generally covariant nor is it a foundational concept. The electro-weak theory of Glashow, Weinberg and Salaam (GWS) is a theory of special relativity and for this reason is not generally covariant. The Evans unified field theory is foundational because it is a theory of general relativity, and so is preferred to the GWS/Higgs theory when used to describe the electro-weak field. The Evans theory has the advantage of being able to incorporate the gravitational and strong fields into electro-weak field theory. Boson masses in the Evans theory are spacetime scalar curvatures, well defined in the special relativistic limit by the Evans Principle of Least Curvature.

Key words: Generally covariant electro-weak theory, Evans unified field theory. Evans Lemma

21.1 Introduction

The electro-weak field theory is a theory of special relativity based directly on the concept of spontaneous symmetry breaking [1] and the Higgs mechanism. The masses of the weak field bosons are introduced through the latter mechanism, which uses an adjustable parameter to force agreement between theory and experimental data, such as data from neutrino electron scattering (weak neutral current) . This type of electro-weak theory was developed independently by Glashow, Weinberg and Salaam and is known as GWS theory. The theory is not foundational because it is not generally covariant, and because the Higgs mechanism is an ad hoc method of introducing masses
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in such as way that pre-conceived ideas about the neutrino and the photon are maintained intact. The GWS theory, because it is not generally covariant, can never be used to explore the effect of gravitation on electro-weak phenomena and is not a true unified field theory. The masses are introduced in GWS theory in a carefully contrived manner: it is assumed at the outset that the photon and neutrino masses are zero and must be KEPT zero by juggling parameters in the minimal prescription. These assumptions are basically in contravention of Einsteins general relativity, in which zero mass means zero energy and identically flat spacetime in which no fields or particles can exist. An everywhere Minkowski spacetime in Einsteinian general relativity means an empty universe devoid of all fields and all particles. It is now generally accepted [2] on experimental evidence that the neutrino is not a massless particle, so the basic assumption of GWS theory collapses. The weak field boson masses are introduced in GWS theory through the Higgs mechanism, in which a preconceived vacuum symmetry of special relativity is assumed to be spontaneously broken. The theory is delicately glued together in such a way that the photon and neutrino masses remain zero. So the GWS theory is a circular argument. It makes sure that the initial assumption is artificially proven. The experimentally observed weak field boson masses are not predicted foundationally in terms of the basic constants of physics, the data are FITTED with the adjustable parameter of the Higgs mechanism, the basic data in this case being scattering peaks from particle colliders, a type of spectrum of energies. The Higgs boson is postulated to exist but has not been observed experimentally in forty years of very expensive searching. The Higgs boson furthermore cannot be a foundational feature of natural philosophy because the Higgs mechanism, as we have argued, distils down to an adjustable parameter in special relativity. The Higgs boson mass must always be ill defined in general relativity, and any claim to have observed this non-existent boson will be a costly and elaborate curve fitting exercise. There will remain no experimental evidence whatsoever for a vacuum whose symmetry must be spontaneously broken - and then only in special relativity. This much serves to illustrate the mixture of ill-defined concepts known as the standard model. Added to these basic problems of GWS theory is the use of the path integral method and renormalization of the unphysical infinities introduced thereby. The GWS theory is renormalizable only if the Higgs mechanism is used [1]. Without the Higgs mechanism the path integral formalism cannot be used, so the former mechanism is a means of circumventing the fatal flaws of the path integral method by the introduction of Higgs unprovable ideas about the special relativistic vacuum. In general relativity however there is always a special relativistic vacuum by definition - the vacuum IS Minkowski (or flat) spacetime. General relativity tells us no less than this and certainly no more. So the assumed symmetric vacuum of Higgs is extraneous to the general relativity of Einstein. GWS/Higgs starts and ends by telling us that the vacuum of special relativity must have a symmetry which must be broken. GWS /Higgs, then, must always be a statement about an universe devoid of
all matter and fields (Minkowski spacetime) and therefore a statement about the nature of nothing at all - primordial theism.

In Section 2 a generally covariant electro-weak theory is introduced based on differential geometry and the recently developed Evans unified field theory [3]–[27]. In sharp contrast to GWS/Higgs the Evans field theory is rigorously a theory of general relativity, and is a straightforward geometrization of all particle and field theory as fundamentally required by general relativity. The Higgs mechanism is not used, and no pre-conceptions or initial assumptions are made about the photon mass and neutrino mass. The path integral method is rigorously avoided, and the fundamental wave equation of physics, the Evans Lemma, is derived directly from the fundamental tetrad postulate of differential geometry itself [3]–[27]. The Lemma is the subsidiary proposition which, together with Einsteins field equation in index contracted form, leads to the Evans wave equation. In so doing the Einstein field equation is interpreted in the manner originally intended [28] by Einstein, i.e. is interpreted as applying to ALL fields in nature and not only the gravitational field. A generally covariant electro-weak theory is then developed in Section 2 by factorizing the Lemma into first order differential equations in which the interaction between particles (particle scattering) is described with the appropriate covariant derivative. The latter is essentially a change in the tetrad, i.e. a change in the nature of spacetime itself, brought about by particle particle scattering, collisions, or interaction processes. The ad hoc isospinor of GWS Higgs theory [1] is given a physical interpretation in general relativity as a two component vector made up of tetrads, one for the left handed muon neutrino or left handed electron neutrino and one for the left handed electron. This procedure automatically defines a representation space of a particular, SU(2), symmetry in analogy to the SU(2) symmetry used in the original Dirac theory. (In the latter however, one component of the two vector (the Dirac spinor) is a right handed Pauli spinor and the other is a left handed Pauli spinor, both components applying to the electron.) The electro-weak two component vector is governed by its appropriate Evans Lemma, whose eigenvalue matrix is one of scalar curvatures - particle masses or energies within coefficients made up of fundamental constants. The two component vector is an object of differential geometry and not of gauge theory, and the magnitude of this two-vector is invariant under an SU(2) transformation. It is assumed on the basis of experimental data that there is no right handed neutrino in nature, but there is a right handed electron. The latter is also governed by its appropriate Evans Lemma. In the tangent bundle spacetime of the Evans field theory the Lemma can always be factorized into a Dirac equation for all base manifold geometries. Any observed elementary particle spectrum (particle particle scattering process) may be built up directly by appropriate choice of covariant derivative in the factorized Evans Lemma. The peaks in the spectrum correspond to particular terms built up from the minimal prescription, and so these peaks (or masses) are, self-consistently, manifestations of particular scalar curvatures and general relativity, not of the Higgs mechanism. There are no loose
parameters in the Evans field theory, and each peak in the elementary particle spectrum is defined by a field intensity. In the case of neutrino electron scattering processes these are field intensities corresponding to the vector boson components. These intensities can be interpreted in terms of mass or energy. No assumptions are made in the Evans theory about the nature of the vacuum apart from the fact that the vacuum is Minkowski spacetime, and the path integral method is not used under any circumstances. The Evans field theory consists analytically of second order differential (wave) equations or first order differential equations to be solved simultaneously for matter fields (particles) and radiated fields. These equations are solved numerically, rigorously avoiding the path integral formalism, if they happen to be analytically intractable. This process completely removes the problem of infinities and renormalization thereof. Finally, the radiated fields in the Evans theory are the agents of particle interaction, as in any field theory, and the concepts of general relativity are unified causally with those of wave mechanics by virtue of geometry in the Evans Lemma [3]–[27].

In Section 21.3 a discussion is given of the advantages of the Evans electro-weak theory over its GWS/Higgs predecessor: the former theory is generally covariant, simpler in structure, and easily applied to experimental data; the latter theory has the fatal weaknesses already described in this introduction.

21.2 The Evans Electro-Weak Theory

The generally covariant electro-weak theory originates in the Evans Lemma [3]–[27]:
\[ \Box q^a_\mu = R q^a_\mu \]  
(21.1)
whose eigenfunction is the tetrad \( q^a_\mu \) and whose eigenvalues are scalar curvatures \( R \) (in units of inverse square metres). The Evans Lemma is the subsidiary geometrical proposition leading to the Evans wave equation:
\[ (\Box + kT) q^a_\mu = 0, \]  
(21.2)
where \( k \) is Einsteins constant and \( T \) the index contracted energy - momentum tensor. Eq. (21.2) follows from Eq. (21.1) using the Einstein field equation in index contracted form [28]:
\[ R = -kT. \]  
(21.3)
As discussed originally by Einstein [28] Eq. (21.3) must be interpreted as applying to all fields and particles, not only the gravitational field.

As is customary in differential geometry [29] Eq. (21.1) may be written simply as:
\[ \Box q^a = R q^a, \]  
(21.4)
i.e. as an equation of the orthonormal tangent bundle spacetime for all indices $\mu$ of the base manifold. The tetrad is the invertible matrix defined for any vector $V$ by:

$$V^a = q^a_\mu V^\mu$$  \hspace{1cm} (21.5)

where $V^a$ is defined in the tangent bundle and $V^\mu$ in the base manifold [29]. Any suitable basis set and representation space can be used to describe the orthonormal tangent bundle spacetime for any type of base manifold (non-Minkowski spacetime). It follows that all the equations of physics are equations of the tangent bundle spacetime for all base manifolds. In the limit of an empty universe (the vacuum) devoid of all matter fields and radiated fields the base manifold asymptotically approaches Minkowski spacetime everywhere, there is no mass, spin or helicity, and the tangent and base manifold spacetimes become static and indistinguishable. All tetrad components become constants and $R$ vanishes. The Evans Principle of Least Curvature [3]–[27] states that the minimum $R$ of the Evans Lemma is:

$$R_0 = -\left(\frac{m}{\hbar}\right)^2$$  \hspace{1cm} (21.6)

where $m$ is the mass of the particle, $\hbar$ is the reduced Planck constant and $c$ the velocity of light in vacuo. Here:

$$\lambda_0 = \frac{\hbar}{mc}$$  \hspace{1cm} (21.7)

is the Compton wavelength of any particle. Eq. (21.6) is the special relativistic limit of the Evans field theory. Note carefully that the special relativistic limit is not defined as the limit of everywhere flat (Minkowski) spacetime without spin. In the latter limit there is no $R$ and no mass anywhere in the universe. Evidently, mass $m$ must be non-zero in special relativity, mass is the first Casimir invariant of the Poincare group of special relativity [3]–[27]. The other Casimir invariant of special relativity is spin, and the two Casimir invariants define any particle. In general relativity however the appropriate Lie group is the Einstein group, so in the Evans field theory mass $m$ is the first Casimir invariant of the Einstein group, and spin is the second Casimir invariant of the Einstein group. The Evans field theory is generally covariant for all matter and radiated fields, i.e objective in any frame of reference moving with respect to any other frame of reference in any way. This is a fundamental requirement of everywhere objective physics which is missing entirely in the standard model and GWS/Higgs electro-weak theory. General covariance is of course the fundamental axiom of general relativity, and without it physics is not an objective subject, physics to one observer would be different from physics to another observer. In the Evans field theory the absence of gravitational interaction between particles is defined by Eq. (21.6). In this asymptotic limit of no gravitation, the tetrad of Eq. (21.6) defines the spinning of the base manifold with respect to the tangent bundle spacetime.
spinning motion defines the electromagnetic, weak and strong fields in the absence of gravitation, and so defines the electro-weak field. In the presence of gravitation the base manifold is both spinning and curving with respect to the orthonormal (Minkowski) spacetime of the tangent bundle. The Evans Principle of Least Curvature embodied in Eq. (21.6) is so called because the least possible total curvature in the universe occurs when there is no gravitational attraction between particles of mass \( m \), in which limit Eq. (21.6) applies. The Evans Principle of Least Curvature is a unification of the Hamilton Principle of Least Action and the Fermat Principle of Least Time \[30\]. Therefore all the equations of the electromagnetic, weak and strong fields in the absence of gravitation are equations of spin in either the tangent bundle spacetime or base manifold. One frame is spinning with respect to the other and both are Minkowski spacetimes when there is no gravitation present. The equations of physics have the same form in both frames and so are generally covariant as required. In geometrical terms this statement means that the equations are valid both for the tetrad and inverse tetrad. In the rest of this paper we develop a generally covariant electro-weak theory in the absence of gravitation. The effect of gravitation on this theory can always be considered by curving the base manifold. In GWS/Higgs theory and the standard model, the effect of gravitation on the other three sectors cannot be analyzed and the concept of tetrad is confined to gravitation only. Spin in GWS/Higgs and the standard model is something extraneous to general relativity, as is the Higgs mechanism itself. This means that the concept of spin is not objective in the standard model, a fatal flaw.

The Evans Lemma in the asymptotic limit of no gravitation, Eq. (21.4), can be factorized into a Dirac equation by expanding the dAlembertian operator in terms of the Dirac matrices:

\[
\Box = \partial^b \partial_b = \eta_{ab} \partial^a \partial^b = \eta^{ab} \partial_a \partial_b = \gamma^a \gamma^b \partial_a \partial_b, \tag{21.8}
\]

\[
g_{\mu \nu} = q^a_{\mu} q^b_{\nu} \eta_{ab} \tag{21.9}
\]

where \( g_{\mu \nu} \) and \( \eta_{ab} \) are the manifold and tangent space metrics respectively. It follows that Eq. (21.4) is:

\[
(-i\gamma^b \partial_b - m_e c / \hbar) (i\gamma^a \partial_a - m_e c / \hbar) q^c_\mu = 0 \tag{21.10}
\]

and that there exist two Dirac equations, one the complex conjugate of the other:

\[
(i\gamma^a \partial_a - m_e c / \hbar) q^c_\mu = 0 \tag{21.11}
\]

\[
(-i\gamma^b \partial_b - m_e c / \hbar) q^{c*}_\mu = 0 \tag{21.12}
\]

It also follows that the Dirac spinor originates in a tetrad of differential geometry \[3\]–[27]. Therefore the effect of gravitation on the Dirac equation can be analyzed by curving the base manifold. In the absence of gravitation the Dirac equation is an equation of spin, in this case the half integral spin of the Dirac
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The electron with right and left handed components. It follows that the right and left handed electrons are each described by tetrad components - the right and left Pauli spinors. The tetrad appearing in Eqs. (21.10) is the four by four matrix defined by:

\[ \sigma^a = q^a_{\mu} \sigma^\mu \]  

(21.13)

where \( \sigma \) are Pauli matrices (basis elements) respectively in the tangent bundle spacetime and base manifold. The Dirac spinor is obtained by transposing the row vectors of the tetrad \( (q^a_{\mu}) \) into column vectors, giving a column four-vector:

\[ q^a_{\mu} = \begin{bmatrix} q^1_1 & q^1_2 \\ q^2_1 & q^2_2 \end{bmatrix} \rightarrow \begin{bmatrix} q^1_1 \\ q^1_2 \\ q^2_1 \\ q^2_2 \end{bmatrix} \]  

(21.14)

and the two Pauli spinors (for the right and left handed electron) are:

\[ \xi^1 = \begin{bmatrix} q^1_1 \\ q^1_2 \end{bmatrix}, \xi^2 = \begin{bmatrix} q^2_1 \\ q^2_2 \end{bmatrix}, \]  

(21.15)

and are therefore column two-vectors made up of two tetrad elements. The Dirac spinor is therefore a column vector made up of two Pauli spinors, one right handed, the other left handed. All the elements in these column vectors are tetrad elements defined by geometry as required in general relativity.

In the presence of gravitation the Dirac equations (21.10) and (21.11) become the first order differential Evans equations:

\[ \left( i\gamma^a \partial_a - |R|^1/2 \right) q^c_{\mu} = 0 \]  

(21.16)

\[ \left( -i\gamma^b \partial_b - |R|^1/2 \right) q^c{\ast}_{\mu} = 0. \]  

(21.17)

The generally covariant electro-weak theory of this paper is built up from these first order differential equations in the absence of gravitation. To illustrate the method used first consider the interaction of two electrons mediated by the electromagnetic potential field. The latter is defined by a tetrad within a factor \( A^{(0)} \):

\[ A^a_{\mu} = A^{(0)} q^a_{\mu} \]  

(21.18)

In the absence of gravitation this tetrad is also governed by the Evans Lemma:

\[ \left( \Box + (m_pc/\hbar)^2 \right) A^a_{\mu} = 0 \]  

(21.19)

where \( m_p \) is the exceedingly small but non-zero mass of the photon [3]–[27]. The interaction of the photon and electron is accordingly described by the
covariant derivative or minimal prescription written in the tangent bundle spacetime:

\[(ih\gamma^a (\partial_a - ieA_a) m_e c) q^c = 0.\]  \hspace{2cm} (21.20)

This equation is a form of the fundamental tetrad postulate of differential geometry [3]–[29]:

\[D^\mu (D_{\mu q^a}) = 0\] \hspace{2cm} (21.21)

i.e. the covariant derivative of a tetrad is always zero. Therefore the interaction of an electron and a photon is analyzed by solving Eqs. (21.20) simultaneously with:

\[(ih\gamma^a (\partial_a - ieA_a) m_e c/) A^c = 0.\] \hspace{2cm} (21.22)

This can be done numerically on contemporary computers without use of the path integral method. In so doing the problems of infinities and renormalization are completely avoided. Eq (21.22) describes the momentum lost by the photon, Eq. (21.20) describes the momentum gained by the electron, Eq. (21.11) governs the motion of the free electron and Eq. (21.19) that of the free photon. Here \(m_e\) and \(m_p\) are the electron and photon masses respectively.

It is clear from the complex conjugate Eqs. (21.11) and (21.12) that there exist:

\[(\gamma^a (ih\partial_a - eA_a) - m_e c/) q^c = 0.\] \hspace{2cm} (21.23)

\[(\gamma^a (-ih\partial_a - eA_a^*) - m_e c/) q^{*c} = 0.\] \hspace{2cm} (21.24)

Therefore a wave equation can be constructed as follows:

\[(\gamma^a (-ih\partial_a - eA_a^*) - m_e c/) (\gamma_b (ih\partial_b - eA^b) - m_e c/) q^c = 0.\] \hspace{2cm} (21.25)

This wave equation is:

\[\left(\Box + \frac{em_e c\gamma^a}{\hbar^2} (A_a + A_a^*) + \left(\frac{e}{\hbar}\right)^2 A_a^* A^a + \left(\frac{mc}{\hbar}\right)^2\right) q^c = 0\] \hspace{2cm} (21.26)

and is the Evans Lemma describing the interaction of a photon and an electron. The interaction is described through extra scalar curvatures:

\[|R_1| = e^2 A_a^* A^a / \hbar^2,\] \hspace{2cm} (21.27a)

\[|R_1| = em_e c\gamma^a (A_a + A_a^*) / \hbar^2\] \hspace{2cm} (21.27b)

which appear when the photon and electron interact, collide or scatter. Depending on the preferred terminology. The scalar curvatures (21.27) are characteristic of the scattering process and do not exist in Eq (21.11) for the free electron or in Eq. (21.19) for the free photon.

It is these scalar curvatures that describe the electro-weak interactions in the generally covariant Evans theory. Having set the scene in this way it is now possible to develop a simple type of electro-weak theory for the scattering of the neutrino and electron. We proceed by setting up the appropriate tetrad postulate and finding the interaction scalar curvatures for neutrino electron.
scattering analogous to (21.27a) for photon electron scattering. Similar procedures can be used for any type of particle scattering, but in this paper the theory is illustrated by neutrino electron scattering. The fundamental principle is that all scattering processes are governed by the tetrad postulate, i.e. by the first order Evans equations and the Evans Lemma.

These equations are straightforwardly generalized to any type of fermion boson scattering (or any type of particle scattering) by generalizing the electron to the fermion and the photon to the boson. In so doing no preconceived ideas concerning a hypothetical massless photon or neutrino are used, and no preconceived ideas about hyper-charge and vacuum symmetry breaking. These ideas are all extraneous to general relativity and thus to fundamental physics. Furthermore the abstract fiber-bundle index of gauge theory is replaced by the physical (i.e geometrical) tangent-bundle index, an index which is rigorously defined and governed (or constrained) by fundamental differential geometry. Again, the abstract fiber-bundle index of gauge field theory is extraneous to general relativity, and is not needed in our geometrical development. We therefore reject almost all of the ideas of the standard model, retaining general relativity. Only in this way can a truly foundational theory of particle scattering ever evolve, and only in this way can we ever hope to evolve a theory in which the effect of gravitation on radio-activity (electro-weak field) can be analyzed foundationally. It is known experimentally [31] that radio-activity evolved from gravitational events and the standard model is unable to analyze these data even at a qualitative level. The reason is that in the standard model there is no mechanism with which the effect of gravitation on the electro-weak field can be analyzed. It should come as no surprise therefore that the SU(2) internal (gauge) space used in GWS/Higgs must also be discarded. The much vaunted internal gauge space of GWS/Higgs (used to define the iso-spinor) is no more than a useful summary of a particular mathematical structure that can be understood much more simply and more clearly in the Evans unified field theory. The latter is generally covariant and can be used to analyze the effect of gravitation on radio-activity, and to prove conclusively that radio-activity evolved from gravitation [31]. Gauge theory must therefore itself be rejected in favor of a theory such as the Evans field theory, a generally covariant unified field theory developed [3]–[27] with the geometrical guidelines drawn up by Einstein. If we adhere to these guidelines, particle scattering theory becomes much far clearer and much simpler than that offered by GWS/Higgs. The latter is a mixture of concepts based on Minkowski spacetime. The use in GWS/Higgs of ideas extraneous to general relativity is effectively the use of loose parameters which are adjusted to force agreement with experimental data from particle colliders. In the Evans electro-weak theory there appear only the fundamental constants of physics and the foundational boson intensities analogous to electromagnetic field intensity which must be determined experimentally. These intensities indicate the observed boson masses as energy peaks in particle collider data of many different varieties. When the so called standard model attempts field unifica-
tion all that really happens is the introduction of more loose parameters. This contemporary situation is strikingly reminiscent of the use of epicycles (many loose parameters) before Kepler discovered the laws of planetary motion, and before Newton rationalized these laws into powerful, simple equations using ONLY the Newtonian gravitational constant $G$, a fundamental constant of physics proportional to the Einsteinian constant $k$ of general relativity. It becomes painfully clear therefore that the standard model (like Aristotelian epicycles) is historically another example of pathological or pseudo physics. Even worse is the infinity plagued complexity of Feynman calculus, and the meaningless and multidimensional mathematical process known as string theory: any rational scientist must surely know that an overhaul and drastic simplification of academic physics is long overdue before the subject loses all credibility and predictive ability.

For example, if we wish to consider the collision of a weak neutral $Z$ boson with a neutrino, then we solve numerically the following simultaneous Evans equations (generally covariant Dirac equations):

$(i\hbar \gamma^a (\partial_a - ig Z_a) m_{\nu} \gamma^c) \nu^b = 0 \quad (21.28)$

$(i\hbar \gamma^a (\partial_a + ig Z_a) m_Z \gamma^c) Z^b = 0 \quad (21.29)$

where $\nu^b$ is the neutrino wave-function and where $Z^b$ is the weak neutral boson wave-function, a tetrad defined by:

$Z^a_{\mu} = Z^{(0)} q_{\mu}^a. \quad (21.30)$

The neutrino is a fermion and its wave-function is a tetrad of the type defined in Eq. (21.12). The non-zero neutrino mass appears in Eq. (21.28). The fact that the neutrino has a mass has now been established experimentally [2]. This one experimental fact is enough for the rejection of GWS/Higgs, because the latter is built entirely around the supposition that there exist two massless particles, the photon and neutrino. This supposition is again extraneous to general relativity (in which there can be no massless particles, as in Newtonian physics) and the supposition is thus extraneous to objective physics. Unsurprisingly the supposition has been found experimentally to be a false one. As in the case of epicycles, it might take some time for the standard model to be rejected, but if physics is to remain a generally covariant and thus objective study of nature, rejected it must be.

In Eqs. (21.28) and (21.29) $m_{\nu}$ and $m_Z$ are therefore the non-zero neutrino and $Z$ boson masses respectively, and $g$ is the appropriate coupling constant which is $C$ negative and so is proportional to the charge on the electron $-e$. There is no need for the obscure notion of modified hypercharge, introduced by Weinberg and accepted uncritically in GWS/Higgs. The use of hypercharge originated in gauge theory of the strong nuclear field, shortly after the introduction of the abstract internal gauge index by Yang and Mills. From the point of view of Einsteinian (i.e. objective or generally covariant) natural
philosophy, this was another false turn in the development of physics. The index \(a\) of the tetrad, in contrast, is geometrical in origin, and thus physical according to general relativity. The abstract fiber-bundle index is just that, an abstract or loose parameter arbitrarily superimposed on flat or Minkowski spacetime without any regard to base manifold geometry and thus without any regard to gravitation, and worse, to objective physics. The abstract fiber-bundle index may be used to define internal gauge symmetries, but these must always remain extraneous to general relativity. Worse still is the use in the standard model of approximate internal gauge symmetries in nuclear strong field and quark theory. The obvious truth in mathematics is that a symmetry is exact and can never be approximate. Quarks cannot exist approximately, yet this is what we are told, i.e. what must follow logically from the use of approximate symmetry as a foundational idea. The rational mind would conclude that quarks do not exist, they have merely been postulated to exist.

In the Evans field theory the abstract index of gauge theory is replaced by the geometrical index \(a\) of the tetrad, and that index is of course governed rigorously by the rules of differential geometry itself. There is no room for approximate geometry in human thought, and no room for subjective thought-entities such as quarks which exist approximately and are confined so as to be unobservable. Natural philosophy is the objective study of the observable in nature. Having rid ourselves of this cupboard full of skeletons known as the standard model it becomes much easier to see that the interaction of a \(Z\) boson and a neutrino is a matter of solving the Evans equations (21.28) and (21.29) on a desktop computer, avoiding the floating point overflow inevitably caused by infinities, i.e. avoiding the path integral method by using robust integrating software. Nature abhors a Feynman infinity as much as it abhors a broken Higgs vacuum. Both the infinity and the broken vacuum are untested products of the human mind (i.e. of subjective thought untested by data) and cannot exist in nature. The latter can be defined only by objective measurement.

In the diagrammatic form of the type familiar in particle scattering theory textbooks the Evans equations (21.20) and (21.22) are summarized by: This diagram summarizes the interaction of two electrons through the photon. Eqs. (21.28) and (21.29) are summarized by the diagram: illustrating the weak neutral current. An interaction between a \(Z\) boson and an electron is defined by the following two simultaneous Evans equations:

\[
(i\hbar \gamma^a \left( \partial_a - ig_1 Z_a \right) - m_e c) q^a = 0
\]  

(21.31)
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\[ (i\hbar \gamma^a (\partial_0 + ig_1 Z_a) - m_Z c) Z^a = 0 \]  \hspace{1cm} (21.32)

where \( g_1 \) is the appropriate coupling constant again proportional to \( e \).

In general scattering theory it is customary to use the momentum exchange diagram: which indicates the following processes:

\[ p_1 + p_2 = p_3 + p_4 \]  \hspace{1cm} (21.33)
\[ p_1 + k = p_3 \]  \hspace{1cm} (21.34)
\[ p_2 - k = p_4 \]  \hspace{1cm} (21.35)

By adding Eqs. (21.34) and (21.35) it becomes clear that a boson momentum \( k \) is gained and lost simultaneously as follows:

\[ (p_1 + k) + (p_2 - k) = p_3 + p_4 \]  \hspace{1cm} (21.36)

This is what is known with traditional obscurity of language as a virtual boson. This general process is also describable by the appropriate simultaneous Evans equations. In order to describe the transmutation processes that occur in radio activity more than two Evans equations must solved simultaneously using powerful enough contemporary hardware and software. This fact is illustrated by the scattering process: mediated by the charged weak field boson \( W^- \). In

the above diagram the customary notation of particle scattering theory has been followed. Here \( \mu^- \) is the muon, a fermion with a mass about 207 times greater than the electron and a lifetime of \( 2.2 \times 10^{-8} \) sec, \( \nu_\mu \) is the muon–neutrino, \( e^- \) is the electron, and \( \nu_e \) is the electron-neutrino. By reference to
diagram (21.4) the process in diagram (21.3) is the following conservation of momentum:
\[ p(\mu^-) + p(\nu_e) = p(\nu_\mu) + p(e^-) \]  
(21.37)
and Eq. (21.4) is denoted by the nuclear reaction, transmutation or radioactive process:
\[ \mu^- + \nu_e = \nu_\mu + e^- \]  
(21.38)
observed in particle colliders. By reference to Eq. (21.34) diagram (21.4) means that the muon momentum plus \( W^- \) momentum gives the muon-neutrino momentum:
\[ p(\mu^-) + p(W^-) = p(\nu_\mu). \]  
(21.39)
By reference to Eq. (21.35) diagram (21.4) also means that the electron-neutrino momentum minus the \( W^- \) momentum gives the electron momentum:
\[ p(\nu_e) - p(W^-) = p(e^-). \]  
(21.40)
The total momentum of all four particles is conserved as follows:
\[ (p(\mu^-) + p(W^-)) + (p(\nu_e) - p(W^-)) = p(\nu_\mu) + p(e^-). \]  
(21.41)
The general momentum exchange or particle scattering process illustrated in diagram (21.3) can now be seen to be described by the Evans equations:
\[ (ih\gamma^a(\partial_a + igk_a) - m_1c)p^b_1 = (ih\gamma^a\partial_a - m_3c)p^b_3 \]  
(21.42)
\[ (ih\gamma^a(\partial_a - igk_a) - m_2c)p^b_2 = (ih\gamma^a\partial_a - m_4c)p^b_4. \]  
(21.43)
In this notation \( p^b_1, \cdots, p^b_4 \) are the four wavefunctions of the interacting matter waves (particles). If this collision process results in transmutation (radioactivity) then the particles emerging after collision are two different particles. The wavefunctions after collision are those of the two different particles. Each wave function is a tetrad and so carries the label \( b \) of the tangent bundle spacetime. If there is no collision or scattering, then:
\[ k_a = 0, p_1 = p_3, p_2 = p_4 \]  
(21.44)
and the following equations describing the two free particles are obtained self-consistently:
\[ (ih\gamma^a\partial_a - m_1c)p^b_1 = 0 \]  
(21.45)
\[ (ih\gamma^a\partial_a - m_2c)p^b_2 = 0. \]  
(21.46)
Eq. (21.42) is the description of Eq. (21.34) in the Evans unified field theory, and Eq. (21.43) is the description of Eq. (21.34). These are the basic equations which describe any particle scattering process in the Evans unified field theory. Evidently, the scattering process may or may not involve transmutation, and is mediated by the boson \( k_a \). The free boson is itself governed by an Evans equation:
(i\hbar\gamma^a\partial_a - m_k c) k^b_i = 0 \quad (21.47)

where $m_k$ is the mass of the boson. In Eq. (21.47), $k^b_a$ is the wavefunction of the boson before colliding with the particle. Eq. (21.47) is found using Eq. (21.9) by factorizing the Evans wave equation:

$$\left(\Box + \left(\frac{m_k c}{\hbar}\right)^2\right) k^b_i = 0.$$

(21.48)

The collision of the boson with the particle then reduces the boson momentum as follows:

$$(i\hbar\gamma^a(\partial_a - igk_a) - m_k c) k^b_f = (i\hbar\gamma^a\partial_a - m_k c) k^b_f = 0 \quad (21.49)$$

where $k^b_f$ is the final wavefunction of the boson after collision. Eq. (21.49) is balanced through conservation of momentum by:

$$(i\hbar\gamma^a(\partial_a + igk_a) - m_k c) k^b_i = (i\hbar\gamma^a\partial_a - m_k c) k^b_i = 0. \quad (21.50)$$

Eqs (21.42), (21.43), (21.49) and (21.50) must be solved simultaneously, and are generally covariant unified field equations describing any type of collision between two particles mediated by any type of boson (field quantum). They describe the virtual boson exchange process summarized in:

$$(p_1 + k) - (p_2 - k) = p_3 + p_4. \quad (21.51)$$

In integrating these equations robust contemporary software should be used, and not the sixty year old path integral method, which produces well known pathological infinities. The criterion for acceptability of any theory must be general covariance (objectivity) and not renormalizability as in the standard model. The vastly complicated process of renormalization is merely a response to a flawed theory of special relativity (the standard model) and string theory merely compounds the problem with more loose parameters and meaningless concepts.

We are now ready to describe a transmutation process such as that in diagram (21.4) with the appropriate Evans equations of objective and unified field theory. An objective theory of physics is by definition a theory of general relativity, so the standard model fails this first and fundamentally important test of natural philosophy. In diagram (21.4), a muon $\mu^-$ of momentum $p_1$ collides with an electron-neutrino $\nu_e$ of momentum $p_2$. The collision is mediated or buffered by the weak charged boson $W^-$. The two particles which emerge from the collision are different from the two particles that were present before collision. The emerging or transmuted particles are the muon-neutrino $\nu_\mu$ with momentum $p_3$ and the electron $e^-$ with momentum $p_4$. Eq. ((21.42) and (21.34) means that the final momentum $p_3$ of the muon neutrino is the sum of the initial momentum of the muon and the momentum of the boson. This is represented by the Evans equation (21.42):
\[(i\hbar\gamma^a (\partial_a + igW_a^-) - m_\mu c) \nu^b = (i\hbar\gamma^a \partial_a - m_{\nu_e} c) \nu^b = 0 \quad (21.52a)\]
\[(i\hbar\gamma^a (\partial_a - igW_a^-) - m_W c) W^b = 0 \quad (21.52b)\]

where in accord with contemporary practice in particle physics we have denoted the wavefunction of the muon by \(\mu^b\) and that of the muon-neutrino by \(\nu^b\). The coupling constant \(g\) in equation (21.52) measures the strength of the collision, during the course of which the boson \(W^-\) must lose the momentum it has transferred to the muon. The left hand side of Eq (21.52) describes the way in which the muon gains momentum from the boson. The right hand side of Eq. (21.52) describes the result of this momentum change, i.e. describes the free muon-neutrino after the collision has taken place. The final momentum

\[p_3 (\nu_\mu) = p_1 (\mu^-) + k (W^-) \quad (21.53)\]

that emerges from the collision is therefore that of the muon-neutrino. This is therefore the objective way of describing a transmutation process in unified field theory.

By reference to diagram (21.4) and Eq. (21.35) the electron \(e^-\) that emerges form the collision has a final momentum \(p_4\), which is defined by the initial momentum \(p_2\) of the electron-neutrino minus the boson momentum \(k\). The appropriate Evans equation for this process are accordingly:

\[(i\hbar\gamma^a (\partial_a - igW_a^-) - m_{\nu_e} c) \nu^b_e = (i\hbar\gamma^a \partial_a - m_e c) \nu^b_e = 0 \quad (21.54a)\]
\[(i\hbar\gamma^a (\partial_a + igW_a^-) - m_W c) W^b = 0. \quad (21.54b)\]

Therefore the complete process in diagram ((21.4)) can be described either by solving the two Equations (21.52a) and (21.52b) simultaneously or by solving the two equations (21.54a) and (21.54b) simultaneously. By adding Eqs (21.52a), (21.52b), (21.54a) and (21.54b) we obtain the conservation of energy/momentum equation for the complete process:

\[
(i\hbar\gamma^a (\partial_a + igW_a^-) - m_\mu c) \mu^b + (i\hbar\gamma^a (\partial_a - igW_a^-) - m_{\nu_e} c) \nu^b_e = (i\hbar\gamma^a \partial_a - m_e c) \nu^b_e + (i\hbar\gamma^a \partial_a - m_{\nu_e} c) \nu^b_e = 0. \quad (21.55)
\]

Finally eqn. (21.54) is expressed as the two SU(2) symmetry equations:

\[
(i\hbar\gamma^a \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \partial_a + i\hbar\gamma^a \begin{bmatrix} 0 & igW_a \\ -igW_a & 0 \end{bmatrix} - \begin{bmatrix} m_{\nu_e} c & 0 \\ 0 & m_\mu c \end{bmatrix} \begin{bmatrix} \nu_e \\ \mu \end{bmatrix} = 0 \quad (21.56)\]
\[
(i\hbar\gamma^a \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} - \begin{bmatrix} m_{\nu_e} c & 0 \\ 0 & m_e c \end{bmatrix} \begin{bmatrix} \nu_{\mu b} \\ \mu_b \end{bmatrix} = 0 \quad (21.57)\]

familiar from that part of the GWS/Higgs theory that is conventionally used to describe the weak charged current process of diagram (21.4).
21.3 Discussion

Glashow, Weinberg and Salaam independently arrived at some aspects of electro-weak (or GWS) theory based directly on the Higgs mechanism. We have shown in this paper that nearly all the assumptions of the GWS/Higgs theory contradict the basic tenet of physics, that of objectivity or general covariance. Therefore GWS/Higgs theory simply does not stand up to scholarly scrutiny. One of the basic ideas of GWS/Higgs is that the neutrino is massless, but recently the neutrino has been shown experimentally to have mass. Therefore it is an experimental fact that there are no massless fermions in nature. Indeed, it is now thought in some quarters that relic neutrinos are responsible for dark matter, and therefore for about 80 of the mass of the universe. Neutrino oscillations are observed experimentally in the muon-neutrino, which appears and disappears as it travels hundreds of kilometres through the earth (super Kamiokande collaboration). The electron-neutrino was first inferred theoretically by Fermi in about 1930 (from the observed energy deficit in beta particle decay) and the electron-neutrino was first observed experimentally in 1956. The muon-neutrino was discovered in 1961 and the tau-neutrino in 1974. All three types of neutrino have finite mass. This fact is inexplicable in the standard model but is explained in the Evans field theory as discussed in Section 21.2. In the equations of that section the neutrino mass always appears as non-zero. We exemplified the Evans field theory by considering the muon-neutrino in a charged weak current process, but the theory is generally applicable to all three types of neutrino and to all fermions and bosons in nature. Neutrino oscillation is explained in the Evans theory as a particular type of mass energy transmutation. Neutrino oscillation has no explanation in GWS/Higgs because the latter theory assumes that neutrino mass is always zero, so no neutrino oscillation (changing or transmutation of finite neutrino mass/energy) is possible in GWS/Higgs. It follows that the Higgs mechanism has been falsified experimentally and that there is no Higgs boson in nature, all that remains to us after forty years of speculation is an adjustable parameter in an experimentally falsified theory. Therefore there is no point in looking experimentally for a Higgs boson as in the heavy hadron collider experiments planned at CERN. It would be more logical to interpret the new heavy hadron collider data with the Evans theory and developments thereof.

Another basic idea of GWS/Higgs is that the neutrino (which is parity violating, or left handed only) forms a physically meaningful isospinor with a left handed fermion, but not with a right handed fermion. The arguments of Section 21.2 shows, however, that the isospinor has no particular physical meaning over and above that already present in conservation of energy/momentum. Eq. (21.56) or Eq. (21.57) shows that there is, rather, an ordinary column vector with two entries in a convenient mathematical representation of simultaneous Evans equations. The latter are generally covariant and are the fundamental and objective equations of electro-weak theory.
(radio-activity). It may be true experimentally that the neutrino is left handed (and so violates parity experimentally), but it does not follow that it must form an isospinor with a left handed fermion such as an electron or muon. So another fundamental tenet of GWS/Higgs has been shown to be false. It follows that if there is no isospinor in nature there can be no modified hypercharge as introduced by Weinberg and uncritically accepted in the standard model. It also follows that the SU(2) symmetry internal gauge space of GWS/Higgs theory has no particular physical significance. (Eq. (21.56) shows that this symmetry is conservation of momentum in the Evans equations.) In the standard model this SU(2) mathematical space is superimposed on a theory of special relativity which is only Lorentz covariant and so cannot be objective to all observers. Being a superimposed abstract space, its parameters are in the last analysis adjustable parameters which must be found from experimental data. They can never be used to predict data foundationally. All gauge theories of the standard model (the electromagnetic, weak and strong sectors) have this weakness inbuilt, so internally inconsistent gauge theory should be replaced by self-consistent general relativity, and the abstract fiber bundle of gauge theory replaced by the physically meaningful tangent bundle in differential geometry and general relativity as originally intended in Einsteins work. This is what has been done in Section 21.2 for the theory of radioactivity. There is no purpose in accepting Einsteins work on the one hand, and rejecting it on the other. Yet this is what the standard model does all the time, it accepts Einsteinian general relativity in its gravitational sector and rejects it entirely in its other three sectors.

These elementary (i.e. foundational) considerations put the standard model in ever more serious difficulties, because the much vaunted quark model of the strong sector is built on an assumed SU(3) internal gauge space. It is certain that this gauge symmetry has no physical meaning in general relativity. It becomes ever clearer that all elementary particle physics should be interpreted with the generally covariant Evans theory, which is firmly based on the tetrad postulate of differential geometry and is a rigorously objective theory of Einsteinian natural philosophy as required. It is absurd to propose a theory of physics which is not objective to all observers, yet this is precisely what occurs in the standard model. The quark model can be criticised in several ways, the data for quarks are based on low angle scattering, and are equivocal. They could be interpreted as inhomogeneities due to the spatial characteristics of a given type of nuclear wavefunction, for example a proton wavefunction described by the inhomogeneities of the spherical harmonics (akin to the electronic s, p, d, ... orbitals). No one would claim that the spatially inhomogeneous electronic s, p, d,... orbitals indicate the existence of a particle more fundamental than the electron, so why should the spatially inhomogeneous proton be made up of quarks? There is no reason in other words why an elementary particle such as a proton should be perfectly homogeneous, its internal density may vary from quantum mechanics. In other words there is no reason why the vague inhomogeneities of low angle scattering
data should be interpreted in terms of other, more fundamental particles in nature (the quarks). It is true that elementary particle data appear to display an equally vague gauge symmetry akin to SU(3) but this is openly referred to as an approximate gauge symmetry, a term which should have no meaning whatsoever in objective physics or mathematics. So vague bumps in low angle scattering theory are all we really have on quarks, the rest is surmise in abstract gauge theory with loose parameters from an experimentally falsified Higgs mechanism. What the standard model really tells us is that quarks must exist only approximately, they are the only manifestations in nature of an approximate reality but must be confined so as to be unobservable. This is a great absurdity for which Nobel Prizes are habitually given. Add to this the many gross absurdities of renormalization and string theory then we must conclude that there is no physics at all in the standard model. Compared with this contemporary and hugely expensive contrivance, epicycles were models of foundational clarity.

In the Evans theory scattering data for all types of elementary particles can always be interpreted straightforwardly with equations of the type developed in Section 21.2, and no effort is made to look for the physically non-existent but mathematically convenient gauge symmetries of the standard model, symmetries which do not exist in general relativity and therefore do not exist in objective physics. Only in this way will it ever be possible to analyze the effect of gravity on nuclear processes or chemical reactions.

In addition to these severe foundational failings the GWS/Higgs theory cannot predict data from particle accelerators, as if often claimed. The theory can only fit data using adjustable parameters. The charged and neutral weak boson masses in GWS/Higgs are parameterized as follows:

\[ m_W = g \eta / \sqrt{2} = m_Z \cos \theta_W \]  
(21.58)

\[ \eta^2 = \frac{1}{2\sqrt{2}G} \]  
(21.59)

therefore:

\[ m_W = f(g, g', \eta) = f(g, g', G). \]  
(21.60)

Here \( \theta_W \) is the Weinberg angle, \( g \) and \( g' \) are coupling parameters, \( \eta \) is the Higgs parameter and \( G \) is the Fermi coefficient. Eq (21.59) shows that \( G \) is just replaced by \( \eta \). In other words the straightforward \( G \) of Fermi is surmised to have something to do with a vacuum symmetry breaking which gives mass to mysterious, initially massless fermions but not to others. Since all fermions have mass experimentally this surmise is false and is erroneous in both special and general relativity. The origin of mass is now known from the Evans Lemma [3]–[27] to be least curvature. A massless particle corresponds to nothing at all. No experimental evidence for vacuum symmetry breaking is ever given in GWS/Higgs, what really happens is that two scattering peaks (for the neutral and charged boson) are fitted with three adjustable parameters \((g, g', \text{ and } \eta)\)
21.3 Discussion

The formal structure of the GWS/Higgs theory is a combination of

\[
\left( i \hbar \gamma^a \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \partial_a + \frac{ig'}{2} \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) X_\mu - \frac{ig}{2} \left[ \begin{array}{cc} W_\mu^3 & W_\mu^1 - igW_\mu^2 \\ W_\mu^1 + igW_\mu^2 & -W_\mu^3 \end{array} \right] \right) 
- \left[ \begin{array}{cc} m_\nu & 0 \\ 0 & m_\nu c \end{array} \right] \nu \left[ \begin{array}{c} e_L \\ e_R \end{array} \right] = i \gamma^a \left( \partial_a + \frac{i}{2} \left( g' X_a - g \sigma \cdot W_\mu \right) \right) L
\]

(21.61)

and

\[
\left( i \hbar \gamma^a \left( \partial_a + ig' X_a \right) - m_e \right) \left[ \begin{array}{c} 1 \\ 0 \\ 0 \end{array} \right] e_R = \left( i \hbar \gamma^a \left( \partial_a + ig' X_a \right) - m_e \right) R
\]

(21.62)

so the complete formal structure consists of two simultaneous equations:

\[
\begin{align*}
& i \hbar \gamma^a \left( \partial_a + \frac{i}{2} \left( g' X_a - gW_3^a \right) - m_e \right) \nu + i \hbar \gamma^a \left( -\frac{i}{2} W_a \right) e_L \\
& + \left( i \hbar \gamma^a \left( \partial_a + ig' X_a \right) - m_e \right) e_R = 0 \\
& i \hbar \gamma^a \left( -\frac{ig}{2} W_3^a \right) \nu + i \hbar \gamma^a \left( \partial_a + \frac{i}{2} \left( g' X_a + gW_3^a \right) - m_e \right) e_L \\
& + \left( i \hbar \gamma^a \left( \partial_a + ig' X_a \right) - m_e \right) e_R = 0.
\end{align*}
\]

(21.63) (21.64)

However, in the original GWS/Higgs theory the mass term is missing from these equations. The correct way of expressing the theory is the combination of Evans equations in Eqs. (21.63) and (21.64), a combination in which the mass terms appear correctly as a result of general relativity. It is then possible to define the electromagnetic field as:

\[
A_\mu = \left( g' W_3^\mu + g X_\mu \right) / \left( g^2 + g'^2 \right)^{1/2} = W_3^\mu \sin \theta_W + X_\mu \cos \theta_W
\]

(21.65)

and the weak neutral field by:

\[
Z_\mu = \left( gW_3^\mu - g' X_\mu \right) / \left( g^2 + g'^2 \right)^{1/2} = W_3^\mu \cos \theta_W - X_\mu \sin \theta_W
\]

(21.66)

However, no particular physical significance is attached to the Weinberg angle:

\[
\theta_W = \sin^{-1} g' / \left( g^2 + g'^2 \right)^{1/2}
\]

(21.67)
Finally, the way in which particle scattering data is explained in the Evans theory is illustrated by taking two conjugate Evans equations such as:

\[
(\gamma^a (i\hbar \partial_a - eA_a) - mc) q^b = 0 \tag{21.68}
\]

\[
(\gamma^a (-i\hbar \partial_a - eA^*_a) - mc) q^b = 0 \tag{21.69}
\]

and from these equations forming the wave equation:

\[
\left(\Box + \frac{emc}{\hbar^2} \gamma^a (A_a + A^*_a) + g^2 A^a A^*_a + \left(\frac{mc}{\hbar}\right)^2\right) q^b = 0. \tag{21.70}
\]

The two equations (21.68) and (21.69) or the wave equation (21.70) illustrate the interaction of an electron with a photon, and the interaction energy is defined by:

\[
E_{\text{int}} = mc^2 = \hbar gc (A^a A^*_a)^{1/2} = eeA^{(0)} \tag{21.71}
\]

in terms of the mean square amplitude \(A^{(0)2}\) of the electromagnetic field. Similarly the interaction of the \(Z^3_a\) boson with the neutrino (weak neutral current) is described from Eq. (21.28) of Section 21.2 by the interaction energy: It can be seen that there are no adjustable parameters in the Evans field theory. The mean square amplitudes \(A^{(0)2}\) and \(Z^{3(0)2}\) are foundational properties of the boson itself, as is the intrinsic boson mass. In the GWS/Higgs theory both the boson masses and the interaction energy must be described through the lose parameters \(g, g', G\) or \(\eta\). The boson masses are:

\[
m_W = g\eta/\sqrt{2}, \quad m_3 = m_W/\cos\theta_W, \tag{21.72}
\]

and the interaction energies are defined through:

\[
m_W^2 = \frac{e^2}{4\sqrt{2} G \sin^2 \theta_W} = (78.6 GeV/c^2)^2
\]

\[
= f \left( g, g', G \right). \tag{21.73}
\]
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Summary. Neutrino oscillations are described with the generally covariant Evans field theory, showing that gravitation is able to influence the transmutation of one type of neutrino into another. The neutrino mass is considered to originate in general relativity as eigenvalues of the Evans Lemma. The wavefunction of the neutrino is considered to be a tetrad made up of a complex sum of two types of neutrino multiplied by the Evans phase $e^{i\theta}$. The latter is also the result of general relativity, so the Evans field theory of neutrino oscillations is causal and generally covariant as required by Einsteinian natural philosophy. Neutrino oscillation is shown to be a confirmation of general relativity and causal quantum mechanics, (concepts that are unified in the Evans field theory). The Heisenberg Bohr quantum mechanics is therefore refuted experimentally by neutrino oscillation, and causal general relativity is preferred over the acausal assertions of the Copenhagen School.
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22.1 Introduction

Neutrino oscillation is the term give to the disappearance [1] of atmospheric muon- neutrinos and solar electron-neutrinos. It is thought to be a transmutation of mass/energy, a neutrino of one type changes into a neutrino of another type, with a different mass. This process is thought to be possible only if the neutrino mass is non-zero and only if the masses of the transmuting neutrinos are different [2]. For example, a muon-neutrino from the atmosphere is observed experimentally to disappear, and theoretically it is thought that this is due to the fact that it transmutes into a tau-neutrino with a different mass. The latter is thought to be essentially undetectable, so the overall effect is the apparent disappearance of the muon-neutrino without violation of the Noether Theorem. Similarly an electron-neutrino from the sun changes into a muon-neutrino or tau-neutrino [2], disappears, and leads to the experimentally reproducible and repeatable solar deficit of neutrinos. Given initially an electron-neutrino, oscillation means that it will be a mixture of dif-
ferent types of neutrino after propagating a certain distance as a matter wave. An electron-neutrino is therefore thought to be initially in a quantum state which is a mixture of different mass/energies. In the Evans field theory [3]–[28] this is a tetrad governed by the Evans Lemma, the eigenvalues of which are composite scalar curvatures. The neutrino masses in the Evans field theory are considered to originate in Einsteinian general relativity (causal physics or natural philosophy that is necessarily and always objective to an observer in any frame of reference moving arbitrarily with respect to any other frame of reference).

In the simplest case of oscillation between two neutrinos, Section 2 shows that the wavefunction or tetrad is a complex sum of components multiplied by the Evans phase [3]–[28], which in this paper is denoted $e^{i\theta}$. The Evans phase is the origin in general relativity of the Berry phase and various topological phases, and is considered in Section 2 to be responsible for the reproducible and repeatable phenomenon of neutrino oscillation. The real and imaginary parts of the wavefunction correspond to the two neutrino types, which transmute into each other as the result of the fundamental Evans phase. The propagation of the wavefunction is governed by differential geometry - the tetrad postulate [29] on which the Evans Lemma is based directly [3]–[28].

Section 22.3 is a brief discussion of the origin of the Evans phase that is inter alia responsible for neutrino oscillations and observed experimentally thereby.

22.2 The Mixing of Neutrino Wavefunctions Due to the Evans Phase

The experimental phenomenon of neutrino mass and neutrino oscillation is new to physics [2] and invalidates the standard model, in which the neutrino mass is zero. The available explanations are still essentially empirical. For example [2], it is thought that:

\[
\begin{bmatrix}
\nu_\mu \\
\nu_\tau
\end{bmatrix} = \begin{bmatrix}
cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
\nu_1 \\
\nu_2
\end{bmatrix}
\]  

(22.1)

where $\nu_\mu$ is the muon-neutrino eigenfunction and $\nu_\tau$ that of the tau-neutrino, and where $\nu_1$ and $\nu_2$ are neutrino flavors. The angle $\theta$ is used to mix the neutrino eigenfunctions through the flavors. This is little more than an empirical exercise. In the theory proposed here the physical origin of the angle $\theta$ is given through the Evans phase $e^{i\theta}$ of general relativity. The present empirical theory of neutrino oscillations [2] is based on the Schrödinger equation, which is a non-relativistic quantum limit of the Evans wave equation [3]–[28]. The latter is both generally covariant and an equation of causal wave mechanics (deterministic quantum mechanics).
22.2 The Mixing of Neutrino Wavefunctions Due to the Evans Phase

In order to derive a physically more incisive explanation of neutrino oscillations we re-express Eq. (22.1) in this Section as a complex valued tetrad multiplied by the Evans phase $e^{i\theta}$. The latter is therefore part of the wavefunction of the Evans Lemma, the subsidiary geometrical proposition (lemma) leading to the Evans wave equation [3]–[28]. From Eq. (22.1):

$$\nu_\mu = \nu_1 \cos \theta - \nu_2 \sin \theta$$  \hspace{1cm} (22.2)

$$\nu_\tau = \nu_1 \sin \theta + \nu_2 \cos \theta.$$  \hspace{1cm} (22.3)

When $\theta = 0$:

$$\nu_\mu = \nu_1$$  \hspace{1cm} (22.4)

$$\nu_\tau = \nu_2$$  \hspace{1cm} (22.5)

and when $\theta = \frac{\pi}{2}$:

$$\nu_\mu = -\nu_2$$  \hspace{1cm} (22.6)

$$\nu_\tau = \nu_1.$$  \hspace{1cm} (22.7)

It can be seen from Eqs. (22.4) and (22.7) that the muon-neutrino has become the tau-neutrino. The origin of this transmutation is the fundamental Evans phase $e^{i\theta}$ of general relativity. Therefore the empirical angle $\theta$ of the available theory [2] is identified as the Evans phase angle, $\theta$, a fundamental spin invariant of non-Minkowski spacetime [3]–[28]. If this is accepted then neutrino oscillation becomes experimental confirmation of causal general relativity and thus of causal quantum mechanics. There is no explanation for the Evans phase in acausal Heisenberg Bohr quantum mechanics. This is because $e^{i\theta}$ (being part of the neutrino wavefunction) would be "unknowable" in the Heisenberg Bohr theory and therefore neutrinos would appear and disappear, without cause and at random. Such is not observed experimentally [2] and in the Copenhagen interpretation of wave mechanics neutrino oscillations would not be repeatable and reproducible as observed experimentally. They would be events that appeared without any cause, and so would appear in an "unknowable" way. This subjective assertion means that the oscillations would be caused by nothing knowable. Evidently this is not objective natural philosophy. Statistical averaging of wavefunctions occurs in the Evans field theory, and thus in general relativity, but this is entirely different from what is meant by the wavefunction of the Copenhagen School.

Using the well known formulae:

$$\cos \theta = \frac{1}{2} (e^{i\theta} + e^{-i\theta})$$  \hspace{1cm} (22.8)

$$\sin \theta = \frac{1}{2i} (e^{i\theta} - e^{-i\theta})$$  \hspace{1cm} (22.9)

it is seen that Eq. (22.1) is equivalent to:

$$\nu = \nu_\mu + i\nu_\tau = (\nu_1 + i\nu_2) e^{i\theta}$$  \hspace{1cm} (22.10)
The origin of neutrino flavors in general relativity is given by Eq (22.10) - the neutrino flavors $v_1$ and $v_2$ are the pre-multiples of the Evans phase of the complete neutrino wavefunction. Other types of elementary particle transmutation (for example that observed in the kaon [2]) can be explained similarly.

The Evans phase is a fundamental property in physics and has been used recently [3]–[28] to explain various electromagnetic effects such as the Aharonov Bohm and Sagnac effects, and also used to explain the origin in general relativity and unified field theory of everyday optical phenomena such reflection and interferometry. The Evans phase and Evans spin field $B^{(3)}$ are spin invariants of the non-Minkowski spacetime of Evans field theory, a generally covariant unified field theory based directly on differential geometry. The theory is essentially the geometrization of all natural philosophy [3]–[28], and not just gravitation.

The eigenfunction (22.10) is governed by the Evans Lemma [3]–[28] and so must be possessed of a tangent bundle index $a$ for all base manifolds. The complete description of the neutrino eigenfunction $v$ in general relativity is therefore in terms of a tetrad $\nu_{\alpha}^\mu$.

The latter is defined [29] in differential geometry as the invertible matrix linking vectors or basis elements in the tangent bundle (indexed $a$) and base manifold (indexed $\mu$). The Evans Lemma then states that:

$$\square \nu_{\alpha}^\mu = R \nu_{\alpha}^\mu \quad (22.11)$$

and can be written for all $\mu$ of the base manifold as

$$\square \nu_{\alpha}^\mu = R \nu_{\alpha}^\mu \quad (22.12)$$

Eq. (22.12) is then an equation, for all $\mu$, in the flat or Minkowski spacetime of the tangent bundle. The effect of gravitation on this equation (and indeed on all equations of physics) is measured through elements of the tetrad [3]–[28]. Therefore one way of distinguishing between the Evans field theory of neutrino oscillations and the empirical theory [2] would be to look for the effect of gravitation on neutrino oscillations. In the available empirical theory of the type summarized in ref. [2], there is no effect of gravitation. Similarly, in the Evans field theory, gravitation affects the electro-weak field and therefore affects radio-activity [30], and gravitation evidently affects the electromagnetic field, weak field and strong field. These powerful results apply to all the physical and life sciences [30] and are expressions of general relativity itself, expressions of the objective nature of physics. The objective nature of physics invalidates the subjective assertions of the Copenhagen School. Therefore to invalidate Heisenberg Bohr quantum mechanics, effects of gravitation should be looked for experimentally as described in this paper.

The physical part of the tetrad is the real part of the mathematical expression:
Initially, $\theta = 0$, and so:

$$\nu^a = (\nu_{\mu}^a + i\nu_\tau^a), \quad (22.14)$$

which means that the real part of the neutrino wavefunction is initially that of a pure muon-neutrino $\nu_{\mu}^a$ with mass $m_{\mu}$. The tau-neutrino is described initially (zero Evans angle $\theta$ and unit Evans phase $e^{i\theta}$) by the pure imaginary and therefore initially unphysical component of the complete neutrino wave function. If the masses of the muon-neutrino and the tau-neutrino were the same, the two neutrinos would be the same elementary particle, and their wave-functions would be the same. This means that mixing according to Eq. (22.13) could never occur and the Evans phase angle would always be zero. In this case the relevant equation in the Evans field theory would be:

$$\Box \nu_{\mu}^a = R\nu_{\mu}^a, \quad (22.15)$$

and would be a wave equation for a muon-neutrino which could never change into a tau-neutrino. The observation of neutrino oscillations experimentally means however that the needed Evans equation must be Eq. (22.13). If the various neutrino masses were each zero there would be no Evans phase of the right type present to explain the observed neutrino oscillations. Zero mass is evidently a special case of neutrinos with the same mass.

### 22.3 Origin of the Evans Phase in General Relativity

The Evans angle is a spin invariant of general relativity defined \[3\]–\[28\] by the generally covariant Stokes Theorem:

$$\theta = \kappa \oint_{DS} q^a = \kappa \int_{S} D \wedge q^a = \kappa \int_{S} T^a \quad (22.16)$$

where $q^a$ is the tetrad one-form and $T^a$ is the torsion two-form. The Evans phase factor is then the complex exponential:

$$\Phi = \exp(i\theta) \quad (22.17)$$

and has been shown to be the origin of the Berry phase and the various topological phases, and to be the generally covariant electromagnetic phase needed for the correct description of optics and interferometry and so forth. Therefore the fundamental geometrical origin of the Evans angle is the definition of the torsion form, one of the two fundamental forms of differential geometry, the other \[29\] being the curvature or Riemann form. The torsion form is defined by the second Maurer-Cartan structure relation, and the curvature form by
the first Maurer-Cartan structure relation. The Evans phase law is therefore the generally covariant form of all phase laws in physics, for example the Dirac and Berry phase laws.

In order to describe neutrino oscillations the Evans phase law has been used to mix the original wavefunctions. In the Evans field theory this means that there is a mixing of spacetime properties, easily understood geometrically through the fact that one type of geometry may be deformed into another in a causal manner.
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The Interaction of Gravitation and Electromagnetism

Summary. The interaction of gravitation and electromagnetism in Evans field theory is governed by the first Bianchi identity of differential geometry. The Christoffel symbol of the unified field is in general asymmetric in its lower two indices. The Einstein field theory of gravitation is recovered when the Christoffel symbol becomes symmetric and the torsion tensor vanishes. The Maxwell Heaviside field theory of electromagnetism is recovered when the Christoffel symbol becomes antisymmetric. The theory of O(3) electrodynamics is recovered when the Christoffel symbol is antisymmetric and when the tangent bundle index is developed in a complex circular basis. The Evans unified field is described in general by an asymmetric Christoffel symbol. In this case gravitation and electromagnetism are mutually influential. The details of this interaction are found by solving the first Bianchi identity of differential geometry, which is the homogeneous Evans field equation within a $C$ negative scalar. These details are important for the design of major new technologies which take electromagnetic energy from Evans spacetime defined by the asymmetric Christoffel symbol, and for the design of new counter-gravitational aerospace devices.

Key words: Evans field theory; gravitation; electromagnetism; electromagnetic energy from Evans spacetime; counter-gravitational technology.

23.1 Introduction

The Evans field theory [1]–[29] is the first generally covariant unified field theory, and goes beyond the standard model in several ways. An important consequence of the theory is that it is able to describe the interaction of gravitation and electromagnetism, leading to major new technologies. In this note the details of the interaction are defined. These details are important for the acquisition of electromagnetic energy in theoretically unlimited quantities from Evans spacetime, the term given to spacetime with an asymmetric Christoffel symbol. This appellation is a convenient way of distinguishing such a spacetime from the Riemann spacetime with symmetric Christoffel symbol. The latter defines Einstein’s theory of gravitation [30] uninfluenced by elec-
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It is shown in Section 23.2 that the Einstein and Maxwell-Heaviside field theories are well defined limiting forms of the Evans unified field. However, neither the Einstein nor the Maxwell-Heaviside theory is capable of describing the mutual interaction of gravitation and electromagnetism, for this we must progress beyond the standard model and use the Evans unified field.

In Section 23.2 the Bianchi identity of differential geometry [31] is developed into the homogeneous Evans field equation. This is an identity of differential geometry, and may be developed in tensor notation. The familiar Bianchi identity of Einstein’s gravitational field theory is recovered from the Evans homogeneous field equation when the Christoffel symbol becomes symmetric in its lower two indices and when the torsion tensor vanishes in consequence. The homogeneous field equation of the Maxwell-Heaviside theory is recovered when the Christoffel symbol becomes antisymmetric. This is because there is no contribution to electromagnetism from a symmetric Christoffel symbol, electromagnetism is spacetime torsion [1]–[29], and the torsion tensor is defined as the difference of two Christoffel symbols:

\[ T^\kappa_{\mu\nu} = \Gamma^\kappa_{\mu\nu} - \Gamma^\kappa_{\nu\mu} \quad (23.1) \]

This vanishes if the Christoffel symbol is symmetric, i.e. when:

\[ \Gamma^\kappa_{\mu\nu} = \Gamma^\kappa_{\nu\mu} \quad (23.2) \]

A powerful new understanding therefore emerges in section two from Evans field theory: gravitation and electromagnetism can be mutually influential if and only if the Christoffel symbol is asymmetric in its lower two indices. Finally in section three a short discussion is given of the implications of this principle for urgently needed new technologies.

23.2 The First Bianchi Identity of Differential Geometry and the Homogeneous Evans Field Equation

The first Bianchi identity of differential geometry is written most succinctly as:

\[ D \wedge T = R \wedge q \quad (23.3) \]

where indices have been suppressed to reveal the basic structure of the equation. Here \( T \) is shorthand for the torsion form, \( R \) shorthand for the curvature or Riemann form, \( q \) shorthand for the tetrad form and \( D \wedge \) represents the covariant exterior derivative [1]–[29], [31]. Eq. (23.3) is valid in Evans spacetime with asymmetric Christoffel symbol and is the geometrical equation that can be developed as follows into the homogeneous Evans field equation. Multiply both sides of Eq. (23.3) by a \( C \) negative scalar-valued potential magnitude \( A^{(0)} \) with the units of tesla metres or weber per metre:
\[ A^{(0)} D \wedge T = A^{(0)} R \wedge q \]  
\[ (23.4) \]

and define:

\[ F = A^{(0)} T \]  
\[ (23.5) \]

\[ A = A^{(0)} q \]  
\[ (23.6) \]

to obtain the basic structure of the homogeneous Evans field equation:

\[ D \wedge F = R \wedge A \]  
\[ (23.7) \]

it is seen that Eq. (23.7) is a restatement of Eq. (23.3), and so Eq. (23.7) is differential geometry. All of physics is causal and objective and is defined by differential geometry, a major advance from the contemporary standard model.

Now start to use the received terminology of electrodynamics to identify \( F \) as the electromagnetic field and \( A \) as the electromagnetic potential. These terms are used only in deference to the history of physics, because Eq (23.7) governs a new concept: the generally covariant unified Evans field. The homogeneous field equation is developed now as an equation of the tangent spacetime of differential geometry:

\[ D \wedge F^a = R^a_{\ b} \wedge A^b \]  
\[ (23.8) \]

for all types of base manifold. The tangent spacetime with Latin indices is a Minkowski spacetime and the base manifold with Greek indices an Evans spacetime. The electromagnetic field \( F^a \) is a vector valued two-form of differential geometry \([1]\)–\([29]\), \([31]\), and the electromagnetic potential \( A^{(0)} \) is a vector valued one-form. The Riemann tensor \( R^a_{\ b} \) is a tensor valued two-form.

In tensor notation Eq. (23.8) becomes \([1]\)–\([29]\), \([31]\):

\[ D_\mu F^a_{\ \nu\rho} + D_\nu F^a_{\ \mu\rho} + D_\rho F^a_{\ \mu\nu} = -A^b_{\ \mu} R^a_{\ b\nu\rho} - A^b_{\ \nu} R^a_{\ b\rho\mu} - A^b_{\ \rho} R^a_{\ b\mu\nu} \]  
\[ (23.9) \]

where:

\[ D_\mu F^a_{\ \nu\rho} = \partial_\mu F^a_{\ \nu\rho} + \omega^a_{\ \mu b} F^b_{\ \nu\rho} \]  
\[ (23.10) \]

Here \( \omega^a_{\ \mu b} \) is the well-known spin connection of differential geometry, related to the Christoffel connection through the tetrad postulate:

\[ D_\mu q^a_{\ \nu} = 0. \]  
\[ (23.11) \]

The Einstein theory of gravitation \([30]\) is the limit:

\[ R^\sigma_{\ \mu\nu\rho} + R^\sigma_{\ \nu\rho\mu} + R^\sigma_{\ \rho\mu\nu} = 0. \]  
\[ (23.12) \]

In this limit the torsion tensor vanishes because Eq (23.12) implies \([31]\] that the Christoffel symbol is symmetric in its lower two indices. Self consistently
therefore, there is no electromagnetism present under condition (23.12), only gravitation. It follows that the Einstein theory cannot be used to describe the mutual influence of gravitation and electromagnetism. For this we need Eq. (23.9) of the unified Evans field. The mutual interaction of gravitation and electromagnetism is however of paramount importance to the urgently needed question of energy acquisition, because only by using Eq. (23.9) can we understand how to obtain electromagnetic energy from Evans spacetime. The existence of this spacetime is the key to clean energy in unlimited quantities.

The Maxwell-Heaviside theory of electromagnetism [32],[33] is the limit of Eq. (23.9) defined by:

$$\partial_\mu F_{\nu\rho} + \partial_\nu F_{\rho\mu} + \partial_\rho F_{\mu\nu} = 0. \quad (23.13)$$

This limit is reached when:

$$d \wedge F^a = 0 \quad (23.14)$$

$$j^a = \frac{1}{\mu_0} \left( R^{a}_{\ b} \wedge A^b - \omega^{a}_{\ b} \wedge F^b \right) = 0 \quad (23.15)$$

$$A^{(0)} (R^{a}_{\ b} \wedge q^b - \omega^{a}_{\ b} \wedge T^b) = 0 \quad (23.16)$$

Eqs. (23.14) to (23.16) define a particular type of Evans spacetime and Eq. (23.16) may be rewritten as:

$$\left( \partial_\mu F_{\nu\rho} + \partial_\nu F_{\rho\mu} + \partial_\rho F_{\mu\nu} \right)^a = 0. \quad (23.17)$$

Eq. (23.17) is an equation of the base manifold (i.e. the Evans spacetime) for all indices a of the tangent bundle (Minkowski spacetime). It is inferred that Eq. (23.13) is a special case of Eq. (23.17) when the quantity inside the brackets of Eq. (23.17) vanishes for all a. In the Maxwell Heaviside theory, Eq. (23.13), the latter index is not present. This is therefore the meaning of the Maxwell Heaviside theory - in this limit the tangent spacetime of Evans spacetime has not been defined or recognized to exist (there is no index a in Eq. (23.13)) and in consequence the base manifold has not been distinguished from the tangent spacetime. The two spacetimes have merged conceptually into a single flat spacetime upon which is superimposed a separate nineteenth century concept - the Maxwell Heaviside electromagnetic field. A properly covariant description of electromagnetism always requires the presence of two indices, a and \( \mu \). The first realization of this requirement was O(3) electrodynamics, in which the experimentally observable Evans spin field was defined self consistently [1]-[29] for the first time. In O(3) electrodynamics the indices of the tangent spacetime are defined with a complex circular basis whose space components are:

$$a = (1), (2), (3). \quad (23.18)$$

In contrast Eq. (23.9) is generally covariant, i.e. is an equation of general relativity and thus of objective and causal physics. The Maxwell Heaviside field
theory was inferred many years before the development of relativity, in an era when the electromagnetic field was considered to be an entity superimposed on separated space and time. Apart from the fusion of space and time into a four dimensional Minkowski (“flat”) spacetime, this description and concept are still the ones adhered to in the contemporary standard model. This is not, however, a generally covariant description as required by general relativity (causal and objective physics). In the standard model the electromagnetic field is the archetypical field of special relativity. In the Evans field theory it is part of a generally covariant unified field, and due to the spinning and curving of Evans spacetime. In consequence the standard model loses a great deal of key information. It can be seen that Eq. (23.13) is a drastic simplification of Eq. (23.9) and so both the Einstein and Maxwell-Heaviside field theories are incomplete. Similarly, special relativity (developed about 1887 to 1905) showed that Newtonian physics is incomplete.

23.3 Discussion

The unified Evans field theory is generally covariant in all its sectors [1]–[29] and shows that there are many hitherto unknown effects in nature which can be harnessed for the good of humankind. For example:

1. Gravitation has effects on electromagnetism and the latter may be generated from Evans spacetime. Prototype devices based on this inference are already available and have been shown to be reproducible and repeatable [34]. Hopefully they will lead to the replacement of fossil fuel and the elimination of harmful emissions therefrom.

2. Electromagnetism has effects on gravitation, leading in principle to various new aerospace technologies based on the counter-gravitational effect of an on-board electromagnetic field.

Eq. (23.14) may be re-expressed as:

\[(D \wedge \omega) \wedge q = \omega \wedge (D \wedge q)\]  
(23.19)

so Maxwell Heaviside field theory may be more fully identified as:

\[\omega^{a} = -\kappa \epsilon^{a} \cdot q^{c}\]  
(23.20)

In Maxwell Heaviside theory in free space, appropriate to the homogeneous field equation, the d’Alembert wave equation becomes:

\[\Box A_{\sigma} = 0\]  
(23.21)

and so:

\[\Box A^{a}_{\sigma} = \mu_{0} j^{a}_{\sigma}\]  
(23.22)

Eq. (23.22) can now be identified as a special case of the Evans Lemma 1-29:
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\[ \Box A_\mu^a = R A_\mu^a \]  \hspace{1cm} (23.23)

where \( R \) is scalar curvature (not to be confused with the shorthand \( R \) in Eq. (23.3)).

This example shows that the Evans field theory is capable of giving a good deal of new insight to the meaning both of the Einstein and the Maxwell Heaviside field theories. This is the hallmark or characteristic of a paradigm shift: a new theory gives extra meaning to older theories to which it reduces in well defined limits.

Non-linear optics, for example [1]–[29], has shown in many ways that the Maxwell Heaviside theory is incomplete. One non-linear optical effect led to the inference of the Evans spin field \( B^3 \) and subsequently O(3) electrodynamics. This effect is magnetization by a circularly polarized electromagnetic field, the inverse Faraday effect, whose magnetization is due to the Evans spin field:

\[ B^{(3)*} = -igA^{(1)} \times A^{(2)} \]  \hspace{1cm} (23.24)

It is seen that the well known conjugate product of potentials \( A^{(1)} \times A^{(2)} \) has been defined in terms of the tangent bundle indices (1) and (2). Thus, O(3) electrodynamics is recognized as another well defined limiting form of Eq. (23.9):

\[ j^a \to 0 \]  \hspace{1cm} (23.25)

in which the tangent bundle index a appears and is well defined.

It may be deduced with great confidence that Eq. (23.3) (or equivalently Eqs. (23.7) to (23.9)) is the ONLY way to develop a unified field theory based on the principle of objectivity in physics, the principle of general relativity. Without objectivity, physics to one observer would be different from physics to another observer. Objectivity in physics was recognized by Einstein to be a manifestation of geometry, and differential geometry is the only type of geometry that is self-consistently capable of describing both torsion and curvature [31], the spinning and curving of Evans spacetime. The other governing principle of physics is causality, any event has a cause. Causal and objective physics therefore inexorably leads us to differential geometry. Conversely, differential geometry gives us physics. There are two main governing equations in physics, Eq. (23.9) and the Evans wave equation:

\[ (\Box + kT) q^a_{\mu} = 0. \]  \hspace{1cm} (23.26)

The subsidiary proposition leading to Eq. (23.26) is the Evans Lemma [1]–[29]:

\[ \Box q^a_{\mu} = R q^a_{\mu}. \]  \hspace{1cm} (23.27)

Eq. (23.27) is an identity of differential geometry. It states that:

\[ D^\mu (D_\mu q^a_{\nu}) = 0 \]  \hspace{1cm} (23.28)

and thus originates [1]–[29] in the well-known tetrad postulate (23.11).
\[ D_\mu D_\mu = \Box - R. \] (23.29)

The wave equation is obtained from the Lemma using a generalization of Einstein’s field equation of gravitation to all radiated and matter fields. In index contracted form:

\[ R = -kT \] (23.30)

where \( R \) is scalar curvature, \( k \) is Einstein’s constant and \( T \) is the index contracted canonical energy momentum tensor (not to be confused with the shorthand torsion symbol \( T \) in Eq. (23.3)).

So these are the concepts and equations upon which to build the urgently needed new technologies mentioned already. Heisenberg uncertainty and Bohr complementarity have recently been refuted experimentally [35],[36] using for example advanced microscopy and careful Young interference experiments. In contrast Einsteinian objectivity (general relativity) and de Broglie wave particle dualism have withstood the test of experiment. The copious experimental evidence for the Evans spin field and O(3) electrodynamics is summarized in the literature [1]–[29].

Finally the multi-disciplinary Pinter hypothesis [37] argues that life evolved in a rigorously causal manner from the Evans unified field, in other words there would be no life on earth without the existence of a generally covariant unified field and without the interaction of gravitation and electromagnetism.
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The Fundamental Invariants of the Evans Field Theory

**Summary.** The fundamental invariants of the Evans field theory are constructed by using the Stokes formula in the structure equations and Bianchi identities of differential geometry. The structure invariants are independent of the base manifold, and can be used to define the rotation and translation generators in general relativity. The identity invariants are defined by integrating the Bianchi identities. In so doing a new theorem of differential geometry is obtained and given the appellation “inverse structure theorem”. The latter defines the integrated tetrad and integrated spin connection. These methods of differential geometry are used to explain the class of all Aharonov Bohm effects and to provide a rigorous geometrical basis for the Heisenberg equation of motion and uncertainty principle. The origin of the Planck constant is discussed in terms of differential geometry.

Key words: Evans field theory, fundamental invariants, inverse structure theorem, Aharonov Bohm effects; origin of the Planck constant in differential geometry.

24.1 Introduction

It was shown by Wigner [1] in 1939 that there are two fundamental invariants that characterise any particle in special relativity. These are the mass and spin invariants, the first and second Casimir invariants of the Poincaré group. Thus, any particle is characterized by its mass and spin. The Poincaré group of special relativity has ten generators. In order to extend Wigner’s analysis to general relativity the sixteen generators of the Einstein group need to be considered in order to define the fundamental invariants of general relativity. In Section 24.2 the structure equations and Bianchi identities of differential geometry are integrated with the Stokes formula of differential geometry in order to identify two types of invariants, the structure and identity invariants. The latter convey new meaning to familiar quantities such as the displacement four-vector $x^a$ and the rotation generator $\theta^a{}_b$.

In the original work by Wigner [1] the first Casimir invariant is:

$$C_1 = P^\mu P_\mu$$  \hspace{1cm} (24.1)
and the second Casimir invariant is:

\[ C_2 = W^\mu W_\mu. \] (24.2)

Here:

\[ P_\mu = i \frac{\partial}{\partial x^\mu} \] (24.3)

is the spacetime translation generator, which is the energy-momentum in special relativity within a factor \( \hbar \) [2]. Spacetime translation is defined by:

\[ x^\mu \rightarrow x^\mu + a^\mu. \] (24.4)

The second Casimir invariant \( C_2 \) is defined by the Pauli Lubanski vector [2]:

\[ W_\mu = -\frac{1}{2} \epsilon_{\mu\nu\rho\sigma} J^{\nu\rho} P^\sigma \] (24.5)

It is seen that \( C_1 \) and \( C_2 \) are the two Casimir invariants that characterize the Poincaré group of special relativity. They are the mass and spin invariants respectively and are invariant under Lorentz transform. For example:

\[ p^\mu p_\mu = m^2 c^2 = E_0^2/c^2 \] (24.6)

and the rest energy \( E_0 \) is the same in all frames of reference, being a fundamental scalar. Similarly it may be shown [2] that:

\[ C_2 = m^2 S(S + 1) \] (24.7)

in reduced units, and this is also a scalar invariant. In Section 24.2 Wigner’s analysis is extended to general relativity using methods based on differential geometry rather than group theory, and the fundamental structure and identity invariants defined. In Section 24.3 the inverse structure theorem is proven from integration of the Bianchi identities of differential geometry. In Section 4 the class of Aharonov Bohm effects is explained with the theory of Sections 24.2 and 24.3. Finally in Section 24.5 the Heisenberg equation of motion is deduced from the invariants and the origin of the fundamental constants such as the Planck constant discussed.

### 24.2 The Structure and Identity Invariants of Differential Geometry

The Maurer Cartan structure equations of differential geometry are [3]:

\[ T^a = D \wedge q^a = d \wedge q^a + \omega^a_b \wedge q^b \] (24.8)

\[ R^a_b = D \wedge \omega^a_b = d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b \] (24.9)
Here $T^a$ is the torsion form, $q^a$ is the tetrad form, $R_{ab}^c$ is the curvature or Riemann form, $\omega^a_{bc}$ is the spin connection one-form and $D\wedge$ denotes the covariant exterior derivative:

$$D\wedge = d\wedge + \omega^a_b \wedge$$

where $d\wedge$ is the exterior derivative.

The Bianchi identities of differential geometry are:

$$D \wedge T^a = d \wedge T^a + \omega^a_b \wedge T^b = R_{ab}^c \wedge q^b$$

$$D \wedge R_{ab}^c = d \wedge R_{ab}^c + \omega^a_c \wedge R_{cb}^d - R_{ac}^d \wedge \omega^d_b = 0.$$  

These equations have been used recently to develop the Evans field theory, generally accepted as the first objective unified field theory of physics. The structure equations and Bianchi identities are augmented in all manifolds and tangent spacetimes by the tetrad postulate:

$$D_{\mu} q^{a}_{\nu} = 0$$

and the Evans Lemma:

$$\Box q^a = R q^a.$$  

Here $R$ is the scalar curvature. The Einstein postulate is:

$$R = -kT$$

where $T$ is the index contracted canonical energy momentum tensor and $k$ is the Einstein constant. In the Evans field theory the Einstein postulate is extended to all radiated and matter fields, and not restricted to the gravitational field.

All these equations retain their form under general coordinate transformation and are therefore rigorously objective equations of general relativity.

The rest curvature is defined by:

$$|R_0| = \left( \frac{mc}{\hbar} \right)^2 = p^\mu p_\mu/\hbar^2 = P^\mu P_\mu$$

where

$$p_\mu = hP_\mu$$

is the energy momentum vector in special relativity. So it is seen that $R_0$ is a Casimir invariant of differential geometry and of the Evans field theory. The important conclusion is reached that any particle in unified field theory is characterized by the eigenvalues $R$ of the Evans Lemma. We therefore achieve a quantization of general relativity, an objective and causal quantization of unified field theory. The eigenfunction or wavefunction is the tetrad. Thus eigenvalues of the tetrad are fundamental invariants and observables of unified field theory.

In special relativity $p_\mu$ is the generator of spacetime translations. In special relativity and Minkowski spacetime:
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\[ x^\mu x_\mu = c^2 t^2 - X^2 - Y^2 - Z^2 \]  

(24.18)

is the square of the line element, and is invariant under Lorentz transformation. The corresponding Casimir invariant is the mass invariant, \( C_1 \), of the Poincaré group. Therefore we look for the objective generalization of Eq. (24.18) using differential geometry, having already found that:

\[ |R_0| = C_1. \]  

(24.19)

To proceed use the Stokes formula of differential geometry:

\[ \int_S d \wedge f^a = \oint f^a \]  

(24.20)

where \( f^a \) is any differential form [3]. The Stokes formula is true for any manifold enclosed by any surface. On the left hand side of Eq. (24.20) appears a surface integral over the surface \( S \). On the right hand side appears a contour integral over the boundary enclosing the surface. Therefore we find results such as:

\[ \int_S d \wedge q^a = \oint q^a \]  

(24.21)

\[ \int_S d \wedge \omega^a_b = \oint \omega^a_b \]  

(24.22)

\[ \int_S d \wedge T^a = \oint T^a \]  

(24.23)

\[ \int_S d \wedge R^a_{b} = \oint R^a_{b}. \]  

(24.24)

There are two fundamental structure invariants, which are found by surface integration of the structure equations (24.8) and (24.9):

\[ x^a = \int_S T^a \]  

(24.25)

\[ \theta^a_{b} = \int_S R^a_{b}. \]  

(24.26)

It is seen that \( x^a \) has the units of metres and that \( \theta^a_{b} \) is unitless and antisymmetric in its indices \( a \) and \( b \). The latter are indices of the tangent spacetime, a Minkowski spacetime [3]. The details of the base manifold have been integrated out in Eqs. (24.25) and (24.26). Therefore \( x^a \) and \( \theta^a_{b} \) are invariants in the sense that they are independent of the base manifold by surface integration.
It is now possible to define the scalar invariants:

\[ E_1 = x^a x_a \]  
\[ E_2 = \theta^a_b \theta^b_a \]  

by index contraction. These play a similar role to the Casimir invariants of special relativity, and \( E_1 \) and \( E_2 \) are the fundamental structure invariants of differential geometry and thus of the Evans field theory. They are invariant under the general coordinate transformation and thus the same to any observer.

From Eqs. (24.8) and (24.21)

\[ x^a = \oint q^a + \int_s \omega^a_b \wedge q^b \]  

and from Eqs. (24.9) and (24.22)

\[ \theta^a_b = \oint \omega^a_b + \int_s \omega^a_c \wedge \omega^c_b. \]  

Eqs. (24.29) and (24.30) give considerable insight to the fundamental meaning of translation and rotation in general relativity and can be regarded as the integral form of the fundamental Maurer Cartan structure equations. Thus, they provide considerable insight to unified field theory from differential geometry [4]–[36].

The two identity invariants originate in integration of the two Bianchi identities , Eqs. (24.11) and (24.12). Using the Stokes formula:

\[ \theta^a = \oint D \wedge T^a = \oint T^a + \int_s \omega^a_b \wedge T^b = \int R^a_b \wedge q^b \]  
\[ \kappa^a_b = \oint D \wedge R^a_b = \oint R^a_b + \int_s \omega^a_c \wedge R^c_b - \int R^a_c \wedge \omega^c_b \]  

The first identity invariant \( \theta^a \) is unitless an the second identity invariant \( \kappa^a_b \) has the units of inverse metres. The identity invariants, unlike the structure invariants, depend on an index of the base manifold, i.e.:

\[ Q^a_{\mu} = \theta^a_{\mu} = \left( \int_s D \wedge T^a \right)_{\mu} \]  
\[ \Omega^a_{b\mu} = \kappa^a_{b\mu} = \left( \int_s D \wedge R^a_b \right)_{\mu}. \]  

The first identity invariant has the same index structure as the tetrad, and is also unitless, so it is given the appellation “integrated tetrad” \( Q^a_{\mu} \). Similarly the second identity invariant may be identified as the “integrated spin connection” \( \Omega^a_{\mu} \).
24.3 The Inverse Structure Theorem

The inverse structure theorem is true for all manifolds and tangent spacetimes, and states that if

\[ T^a = D \wedge q^a \quad (24.35) \]
\[ R^a_b = D \wedge \omega^a_b \quad (24.36) \]

then

\[ Q^a = \int_s D \wedge T^a \quad (24.37) \]
\[ \Omega^a_b = \int_s D \wedge R^a_b. \quad (24.38) \]

Using the second Bianchi identity it is seen that:

\[ \Omega^a_b = 0 \quad (24.39) \]

i.e. the integrated spin connection vanishes for all manifolds and tangent spacetimes. In a differential geometry where:

\[ D \wedge T^a = R^a_b \wedge q^b \neq 0 \quad (24.40) \]

i.e. the geometry of a unified field theory, then the integrated tetrad is non-zero:

\[ Q^a = \int_s D \wedge T^a \neq 0. \quad (24.41) \]

An objective unified field theory is therefore always defined by:

\[ Q^a \neq 0, \]
\[ \Omega^a_b = 0. \quad (24.42) \]

In a differential geometry where:

\[ D \wedge T^a = R^a_b \wedge q^b = 0 \quad (24.43) \]

then:

\[ Q^a = 0, \]
\[ \Omega^a_b = 0. \quad (24.44) \]

Eq. (24.44) defines the geometry when electromagnetism and gravitation have become independent.
24.4 The Aharonov Bohm Effects

These fundamental results may now be applied to give a straightforward explanation of the class of Aharonov Bohm (AB) effects [2]. Proceed by multiplying both sides of Eq. (24.29) by the fundamental $C$ negative potential $A^{(0)}$ in volts [4]–[36]:

$$A^{(0)} x^a = A^{(0)} \oint q^a + A^{(0)} \int_s \omega^a_{\ b\ b} \wedge q^b \quad (24.45)$$

and rewrite Eq. (24.45) as:

$$\Phi^a = \int A^a + \int_s \omega^a_{\ b\ b} \wedge A^b. \quad (24.46)$$

In Eq. (24.46) $\Phi^a$ has the units of magnetic flux (weber = volt meter). We therefore obtain:

$$\Phi^a = \int F^a = \int A^a + \int_s \omega^a_{\ b\ b} \wedge A^b. \quad (24.47)$$

This is the equation of the Evans field theory that explains the class of all AB effects in terms of differential geometry. The AB effects are observed when it is arranged experimentally that:

$$\oint A^a = 0 \quad (24.48)$$

For example, in the region enclosed by the electron beams in the Chambers experiment [2] condition (24.48) is true outside the iron whisker. In the Chambers experiment (and all other AB effects), the magnetic flux being observed is therefore:

$$\Phi^a = A^{(0)} \int s \omega^a_{\ b\ b} \wedge q^b. \quad (24.49)$$

It is seen that the class of AB effects is due to a structure invariant of differential geometry. The presence of the covariant exterior derivative means that if a magnetic flux is excluded from a region of the base manifold it is nonetheless observed in another region. The AB effects depend only on $A^{(0)}$, (which is a scalar voltage), and on differential geometry. They are therefore due to "spacetime geodynamics". The AB effects can be explained in causal general relativity and are effects of the Evans unified field theory. Conversely the AB effects all provide quantitative experimental evidence for the Evans unified field theory.

The integrated potential for all manifolds and surfaces is:

$$\alpha^a = \int s D \wedge F^a = \int F^a + \int s \omega^a_{\ b\ b} \wedge F^b = \int s R^a_{\ b\ b} \wedge A^b \quad (24.50)$$
where
\[ \int F^a = \oint A^a + \int \omega^a_{\ b} \wedge A^b \quad (24.51) \]

In general therefore, the class of AB effects is described by Eqs. (24.50) and (24.51) for all manifolds and surfaces. When:
\[ d \wedge F^a = R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b = 0 \quad (24.52) \]
then:
\[ \oint F^a + \int \omega^a_{\ b} \wedge F^b = \int R^a_{\ b} \wedge A^b \quad (24.53) \]

Eqs. (24.51) and (24.53) are the integrated counterparts of:
\[ F^a = D \wedge A^a \quad (24.54) \]
\[ D \wedge F^a = R^a_{\ b} \wedge A^b \quad (24.55) \]
i.e. of:
\[ F^a = d \wedge A^a + \omega^a_{\ b} \wedge A^b \quad (24.56) \]
\[ d \wedge F^a + \omega^a_{\ b} \wedge F^b = R^a_{\ b} \wedge A^b. \quad (24.57) \]

In regions where it is arranged experimentally that:
\[ \oint A^a = \int d \wedge A^a = 0 \quad (24.58) \]
then Eqs. (24.56) and (24.57) reduce to:
\[ F^a = \omega^a_{\ b} \wedge A^b \quad (24.59) \]
\[ d \wedge F^a = 0. \quad (24.60) \]
The integrated counterparts of Eqs. (24.59) and (24.60) are:
\[ \Phi^a = \int F^a = \int \omega^a_{\ b} \wedge A^b. \quad (24.61) \]
\[ \oint F^a = 0 \quad (24.62) \]

Eqs. (24.59) to (24.62) describe the class of all Aharonov Bohm effects, and more generally the class of all "non-local" effects in general relativity and quantum mechanics.

All these effects are due to spacetime geodynamics.

Objective physics, or general relativity, is needed to describe the AB effects, which are therefore evidence for the Evans field theory. In a non-objective theory of special relativity such as the Maxwell-Heaviside field theory:
24.4 The Aharonov Bohm Effects

\[ F = d \wedge A \]

\[ d \wedge F = 0 \]

or:

\[ \int F = \oint A \]

\[ \oint F = 0. \]

So if \( \oint A \) is zero experimentally the magnetic flux disappears:

\[ \Phi = \int F = 0 \]

and there are no Aharonov Bohm effects in the Maxwell Heaviside field theory. This is conclusive evidence in favor of the Evans field theory and general relativity over Maxwell Heaviside field theory and special relativity. The fundamental reason for the failure of the Maxwell Heaviside field theory is that it is a theory of Minkowski spacetime, (flat spacetime), and uses the exterior derivative (e.g. as in Eq. (24.63)). The correct description of electrodynamics uses the covariant exterior derivative in the Evans field theory. The use of the covariant derivative introduces the spin connection and provides a description of the AB effects. In the last analysis the AB effects indicate that spacetime is not the Minkowski spacetime. This inference had of course been arrived at by Einstein and Hilbert long before the Chambers experiment, but the Maxwell Heaviside theory was adhered to in trying to explain the experiment. This caused confusion for over forty years. It has been shown lately \[4\]–[35] that textbook explanations [2] of the AB effect in terms of gauge transformation are incorrect mathematically as well as conceptually.

The only quantity apart from differential geometry that enters into the Evans field theory is the fundamental potential \( A^{(0)} \) (units of volts = \( JsC^{-1}m^{-1} \)). The unified theory of matter fields, gravitation, electrodynamics, and the weak and strong nuclear fields is then built up entirely from the structure equations and Bianchi identities, together with the Evans Lemma and Einstein postulate. The Evans Lemma is based directly on the tetrad postulate of differential geometry and leads to objective quantization in physics: and to all the fundamental wave and quantum equations of physics, the wavefunction being the tetrad. This is a consequence of the fact that physics must be objective and causal both on philosophical and on experimental grounds. Using the units of \( A^{(0)} \) this fundamental quantity can be written as:

\[ A^{(0)} = \frac{\hbar}{e\nu} \]

where \( \hbar \) is Planck’s constant, \( e \) the proton charge and \( \nu \) a fundamental length in metres. If this fundamental length is identified with the Compton wavelength:

\[ A^{(0)} = \frac{\hbar}{e\nu} \]
it follows that $A^{(0)}$ may be expressed as:

$$A^{(0)} = \frac{mc}{e} = \frac{E_{n_0}}{ec},$$

and thus:

$$A^{(0)} = \frac{mc}{e} = \frac{\hbar}{e\lambda_0}.$$  \hspace{1cm} (24.70)

If we now identify the fundamental momentum

$$p_0 = eA^{(0)} = \hbar\kappa_0 = \hbar\omega_0c$$

Eq. (24.72) becomes the de Broglie postulate \[4\]-\[36\]:

$$E_{n_0} = \hbar\omega_0 = mc^2$$  \hspace{1cm} (24.74)

In differential geometry, Eq. (24.74) can be expressed as

$$\kappa_0 = \frac{1}{\lambda_0} = \frac{mA_0c}{\hbar} = \frac{e}{\hbar} A^{(0)} = gA^{(0)},$$

the factor $gA^{(0)}$ entering into the analysis \[4\]-\[36\] through the fact that the covariant derivative has entered into the theory as:

$$D\wedge = d\wedge + gA \wedge.$$  \hspace{1cm} (24.75)

In Eq. (24.76) a "barebones" notation has been used which suppresses all indices for clarity of presentation and to reveal the fundamental structure of the theory. Therefore the factor $eA^{(0)}/\hbar$ originates in the spin connection of spacetime geodynamics. Fundamentally:

$$mc = eA^{(0)}$$  \hspace{1cm} (24.77)

and so the rest energy divided by $c$ has been factorized into the product of two $C$ negative quantities, $e$ (the fundamental charge) and $A^{(0)}$ (the fundamental voltage). This procedure means that we may always write:

$$mc = eA^{(0)} = e\left(\frac{\hbar\kappa_0}{e}\right)$$  \hspace{1cm} (24.78)

and for two signs of charge there is only one sign of mass. This inference is observed experimentally in particles and antiparticles. The latter are predicted by the Evans wave equation, which in a well defined limit reduces to the Dirac equation of special relativity. The origin of charge and voltage is the same as that of mass (i.e. rest energy), and this origin is spacetime geodynamics.
24.5 Derivation of the Heisenberg Equation of Motion and Origin of the Planck Constant

Due to the antisymmetry of the unitless structure invariant $\theta^a{}_b$ it can always be written for all base manifolds as a commutator in the tangent spacetime:

$$\theta^a{}_b = [x^a, \kappa^b]$$  \hspace{1cm} (24.79)

where $\kappa^b$ has the units of inverse metres or wavenumber. The commutator is the basis for the Heisenberg equation of motion and therefore this equation has its origin in spacetime geodynamics, in common with all equations of physics. Using the de Broglie postulate in the form:

$$p^b = \hbar \kappa^b$$  \hspace{1cm} (24.80)

we obtain the Heisenberg equation directly and in an objective or generally covariant format:

$$[x^a, p^b] = \hbar \theta^a{}_b.$$  \hspace{1cm} (24.81)

It is seen that the structure invariants are fundamental to the Heisenberg equation. The de Broglie postulate or wave particle duality in Eq. (24.80) expresses momentum in terms of a geometric quantity $\kappa^b$. The latter is the result of the existence of the two structure invariants of differential geometry, invariants which are always related through the Bianchi identity:

$$D \wedge T^a = R^a{}_b \wedge q^b.$$  \hspace{1cm} (24.82)

In the particular case:

$$D \wedge T^a = R^a{}_b \wedge q^b = 0$$  \hspace{1cm} (24.83)

the curvature with symmetric connection:

$$R^a{}_b \wedge q^b = 0$$  \hspace{1cm} (24.84)

can always be expressed as the torsion with anti-symmetric connection:

$$D \wedge T^a = 0.$$  \hspace{1cm} (24.85)

In other words Eq. (24.84) is true if and only if the connection is symmetric, and Eq. (24.85) is true if and only if the connection is anti-symmetric. More generally (Eq. (24.82)) the connection must therefore be asymmetric. The Bianchi identity is therefore the geometrical reason why the Heisenberg equation is a relation between the structure invariants. In general differential geometry is at the root of everything in physics, and this inference is an obvious development to unified field theory of the fact that Riemann geometry is at the root of everything in gravitation. The particular type of Riemann geometry used in the Einstein theory of gravitation is one with a Riemann
tensor and symmetric Christoffel connection. The relation between $x^a$ and $\theta^a{}_b$ can also be made clear by integrating both sides of the Bianchi identity:

$$\int_s D \wedge T^a = \int_s R^a{}_b \wedge q^b.$$  \hfill (24.86)

In the special cases:

$$\int_s D \wedge T^a = D \wedge \int_s T^a$$  \hfill (24.87)

$$\int_s R^a{}_b \wedge q^b = \left( \int_s R^a_b \right) \wedge q^b$$  \hfill (24.88)

we obtain the following tangent spacetime equation for all base manifolds:

$$D \wedge x^a = \theta^a{}_b \wedge q^b.$$  \hfill (24.89)

Eq. (24.89) is similar in structure to the Heisenberg equation because both sides are commutators, and because $D\wedge$ also has the units of inverse metres.

The origin and fundamental meaning of the Planck constant may be elucidated by comparing the de Broglie duality equation (24.80) with Einstein postulate (24.15). Thereby we obtain a relation between $\hbar$ and $k$ using:

$$R = \kappa R^b_b = \frac{1}{\hbar} p_b \kappa^b = -kT,$$  \hfill (24.90)

a relation which implies:

$$\hbar k = \frac{1}{T} p_b \kappa^b.$$  \hfill (24.91)

The origin of $\hbar$ and $k$ is therefore essentially the same. We may write:

$$|T| = \frac{1}{k} |R|$$  \hfill (24.92)

and since $|R|$ is quantized by the Evans Lemma, Eq. (24.92) is a Planck relation. From the Lemma we are able to define \[4]-[36] the fundamental volume:

$$V_0 = \frac{k\hbar^2}{mc^2} = \frac{k\hbar^2}{E_n_0}$$  \hfill (24.93)

and therefrom the fundamental frequency and wavenumber:

$$\omega_0 = \frac{E_{n_0}}{h}.$$  \hfill (24.94)

It therefore follows that the Planck constant and the Einstein constant are inversely related:

$$\hbar k = V_0 \omega_0$$  \hfill (24.95)
through the fundamental volume $V_0$ and the fundamental frequency $\omega_0$. Expressing Eqs. (24.95) as
\[
\frac{\hbar k}{c} = V_0 \kappa_0
\] (24.96)
suggests the existence of a fundamental curvature (in inverse square metres):
\[
R_u = \frac{c}{\hbar k} (= 1.52348 \times 10^{52} m^{-2})
\] (24.97)
Using the following values of the universal constants:
\[
\begin{align*}
c &= 2.997925 \times 10^8 m/s^{-1} \\
k &= 1.86595 \times 10^{-26} N s^2 kg^{-2} \\
\hbar &= 1.05459 \times 10^{-34} Js
\end{align*}
\] (24.98)
it is found that:
\[
R_u = 1.52348 \times 10^{52} m^{-2}
\] (24.99)
is a universal constant. Using the Lemma:
\[
\Box q^a_\mu = R_\omega q^a_\mu
\] (24.100)
it is suggested that $R_u$ be interpreted as the initial curvature of the universe, its maximum possible curvature, associated with its minimum possible volume. This curvature and volume define the dimensions of the universe at an initial event in spacetime. This conclusion is similar to the Big Bang model, except insofar as the initial event is not a mathematical singularity. A mathematical singularity is incompatible with objective physics.

The minimum curvature of the universe is a universal constant which defines and is defined by the values of $c$, $\hbar$ and $k$ observed experimentally. It should not be confused with the rest curvature of a particle [4]–[36]:
\[
|R_0| = \frac{m^2 c^2}{\hbar^2} = \frac{m}{\hbar^2} E n_0.
\] (24.101)
The latter is the eigenvalue of the Evans Lemma in the limit when there is no interaction between particles and so when the gravitational field is infinitesimally different from zero. In this sense $R_0$ is a “least curvature”, i.e. the curvature attained by a particle when the gravitational field is minimized. The minimum possible unit of action in this limit (the limit of special relativity) is a universal constant, the Planck constant. Action is quantized into multiples of the minimum possible action $\hbar$ because of the existence of the Evans Lemma in differential geometry, more accurately described as spacetime geodynamics. In this same limit the rest volume of the particle is defined by Eq. (24.93). Thus $\hbar$ is defined by spacetime geodynamics.

Arguing by analogy, the rest curvature of the universe is defined by that initial event in spacetime when the net gravitational field in the universe is
zero: there is no net gravitational attraction or repulsion in the universe. The latter has contracted to this initial volume and curvature because of gravitational attraction, but the equilibrium thus attained is an unstable equilibrium, so expansion occurs once more as gravitational repulsion builds up. The eigenvalue of the oscillatory universe is the tetrad and the process is a dynamical one, it is governed by the Evans Lemma and wave equation of the universe.

The following terms are therefore introduced to distinguish these two types of fundamental curvature, the universal curvature, Eq. (24.97), and the rest curvature, defined in terms of the particle rest energy by:

\[ R_0 = -\frac{m}{\hbar^2} E n_0. \]  

The standard form of the Heisenberg equation is obtained if the following definition is used:

\[ \theta^a_b = i \frac{\hbar}{\hbar} J^a_b, \]  

a definition which implies:

\[ [x^a, \kappa_b] = i \frac{\hbar}{\hbar} J^a_b. \]  

Using the de Broglie wave particle duality:

\[ [x^a, \hbar \kappa_b] = [x^a, p_b] = i \frac{\hbar}{\hbar} J^a_b, \]  

we obtain the well known position / momentum form of the Heisenberg equation:

\[ [x^a, p_b] = i \frac{\hbar}{\hbar} J^a_b. \]  

The units of \( J^a_b \) are those of action or angular momentum. The least action principle of Hamilton asserts that the classical action is minimized in the universe. The last possible action in the universe is \( \hbar \), so:

\[ [x^a, p_b]_{\text{min}} = i \hbar \epsilon^a_b \]  

where \( \epsilon^a_b \) is the two dimensional anti-symmetric unit tensor of the tangent spacetime for all base manifolds. The fundamental reason why \( \hbar \) occurs in quanta is the equation governing the evolution of the tetrad [4]–[36]:

\[ q^a_{\mu}(t, r) = \exp \left( \frac{iS}{\hbar} \right) q^a_{\mu}(0, 0) \]  

The tetrad is quantized, so \( x^a, p_b \) and \( \theta^a_b \) are also quantized, being always related to the tetrad through an equation such as (24.89) of spacetime geodynamics.

Finally, the origin and meaning of mass may be elucidated using the proportionality:
\[ |R_0| = \xi |R_u|, \]  \hspace{1cm} (24.109)

to obtain an identity of spacetime geodynamics:

\[ m^2 = \frac{\hbar}{ck} \frac{|R_0|}{|R_u|}. \]  \hspace{1cm} (24.110)

It is concluded that the square of the mass of any particle is the ratio of two fundamental curvatures within the universal constant \( \frac{\hbar}{ck} \). The fundamental reason for the occurrence of particles is the Evans least curvature principle [4]–[36], one of whose ramifications is Eq. (24.108). Charge \( e \) is then the factorization of mass as discussed in Eq. (24.78), which shows that there are two signs of charge for one sign of mass.
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25.1 Introduction

Recently [1]–[30] the first objective (i.e. generally covariant) unified field theory has been developed based on differential geometry. The theory is known as the Evans unified field theory [31] (or simply as Evans field theory), an appellation intended to distinguish it from the standard model. It is already generally accepted [31], and for good reason, that the Evans field theory is a major advance from the standard model, bringing with it some important new technologies. In this note the homogeneous equation of the Evans field theory is developed into its Hodge dual [32, 33] in order to analyse a new
current term which does not appear in the standard model, but which is in
theory an important new source of electromagnetic energy from spacetime.
In Section 25.2 the Hodge dual equation is deduced in tensor notation and
written out in vector notation, whereupon it becomes clear that the new cur-
rent causes a tiny imbalance of gravitational origin in the Faraday law of
induction and the Gauss law of magnetism. In Section 25.3 suggestions are
given for an experimental test of the theory by looking for tiny changes in
polarization in electromagnetic radiation reaching a space or earthbound tele-
scope/polarimeter after grazing the sun in a total eclipse (Eddington type of
experiment) or after grazing an intensely gravitating object such as a quasar
or pulsar in deep space.

25.2 Development of the Hodge Dual of the
Homogeneous Equation of Evans Field Theory

In developing the Hodge dual [32, 33] some important mathematical details
must be noted, because the development is taking place in a general four
dimensional manifold (non-Minkowski spacetime). The starting point must
therefore be the rigorous definition [32] of the Hodge dual in general rela-
tivity for the n dimensional manifold. The Hodge dual is obtained from the
homogeneous Evans field equation [1, 30] in differential form notation:

\[ D \wedge F^a = \mu_0 j^a \]  

(25.1)

where \( D \wedge \) is the covariant exterior derivative, \( F^a \) is the vector valued elec-
tromagnetic field two-form, \( j^a \) is the vector valued charge-current density
three-form, and \( \mu_0 \) is the S.I. permeability in vacuo. The current in Eq. (25.1)
is defined by the wedge product [32]

\[ j^a = \frac{1}{\mu_0} \left( R^a_b \wedge A^b - \omega^a_b \wedge F^b \right) \]  

(25.2)

where \( R^a_b \) is the tensor-valued Riemann or curvature two-form [32] and where
\( A^b \) is the vector valued potential one-form. The latter is defined by the vector-
valued tetrad one-form as follows [1, 30]:

\[ A^b = A^{(0)} q^b \]  

(25.3)

where \( A^{(0)} \) is a C negative scalar with the units of the electromagnetic poten-
tial (tesla meters or webers per metre). As per standard practice [32] in
differential geometry only the Latin indices of the tangent spacetime appear
in Eqs. (25.1) - (25.3), the Greek indices of the base manifold are always the
same on both sides of the equation and so can be omitted for ease of notation
[32]. The homogeneous electromagnetic field equation of the standard model
is the homogeneous Maxwell-Heaviside equation:
In Eq. (25.4) $d\wedge$ is the ordinary (or flat spacetime) exterior derivative, and $F$ is the scalar valued electromagnetic field two-form \[32, 33\].

It can be seen that there is a new vector-valued current three-form, $j^a$, present in the Evans field theory, which is a rigorously objective theory of physics. Conversely, in order that physics be a rigorously objective subject, one we can all agree upon, this current term has to be recognised to exist in physics. By inspection of the structure of Eq. (25.1) the new current three-form is non-zero if and only if the Christoffel connection \[32\] is asymmetric in its lower two indices. If the Christoffel connection is symmetric in its lower two indices the torsion form vanishes, and the Evans field reduces to the Einstein gravitational field. The latter therefore becomes independent of electromagnetism when the Christoffel symbol becomes symmetric. In this limit the Christoffel symbol of the decoupled electromagnetic field can only be anti-symmetric: the electromagnetic field has become self-consistently independent of the gravitational field. It follows that electromagnetism and gravitation can be mutually influential if and only if the Christoffel symbol is asymmetric. This is of basic importance and can be regarded as a new and rigorously objective law of physics. When the two fields are independent the only possibility is:

\[
d\wedge F^a = 0,
\]

\[
j^a = \frac{1}{\mu_0} \left( R^a_b \wedge A^b - \omega^a_b \wedge F^b \right) = 0,
\]

and the current term in Eq. (25.1) vanishes.

The Evans field theory indicates therefore that this current MAY be non-zero. The Evans field theory does not imply that the current MUST be non-zero, only experiment can distinguish between these two theoretical possibilities. However the Evans field theory implies objectively and geometrically that the electromagnetic field must be a vector-valued two-form, $F^a$, not a scalar valued two-form, $F$, as in the standard model. This means that we must reject the standard model as being unobjective and incomplete. An early sign of this incompleteness was the inference \[34\] of the fundamental Evans spin field, denoted $B^{(3)}$, whose origin is now understood \[1, 30\] to be the complex circular index $a = (3)$ of the tangent spacetime of Evans field theory. This index does not exist in the standard model, which therefore cannot be used to analyse the Evans spin field, a well known observable \[1, 30\] of the inverse Faraday effect. Reliable experimental devices are already available which indicate that the current, $j^a$, is non-zero \[35\]. These devices produce potentially very important energy savings which cannot be explained qualitatively by Maxwell Heaviside theory, Eq. (25.4). As yet, these devices provide only qualitative indications, but these are important indications for several good reasons, both fundamental and technological. At electronic scales in a circuit
taking electromagnetic energy from spacetime the curvature of spacetime becomes very large. Indeed, in the limit of a point electron the scalar curvature is infinite (infinite spacetime compression). So it is not surprising that the new current is significant at electronic scales because it is directly proportional to the Riemann curvature for a given tetrad. These important concepts do not exist in the standard model, and there is no indication in the standard model that electromagnetic energy can be obtained from spacetime.

The general definition of the Hodge dual is given by Carroll [32]:

\[ A_{\mu_1...\mu_{n-p}} = \frac{1}{p!} \epsilon^{\nu_1...\nu_p}_{\mu_1...\mu_{n-p}} A_{\nu_1...\nu_p} \]  

(25.7)

Eq. (25.7) maps from a p-form of differential geometry to an (n-p)-form in a general n dimensional manifold. The general Levi-Civita symbol is defined [32] in any manifold to be:

\[ \bar{\epsilon}_{\mu_1\mu_2...\mu_n} = \begin{cases} 
1 & \text{if } \mu_1\mu_2...\mu_n \text{ is an even permutation} \\
-1 & \text{if } \mu_1\mu_2...\mu_n \text{ is an odd permutation} \\
0 & \text{otherwise} 
\end{cases} \]  

(25.8)

The Levi-Civita tensor used in the definition of the Hodge dual is however [32]:

\[ \epsilon_{\mu_1\mu_2...\mu_n} = (|g|)^{1/2} \bar{\epsilon}_{\mu_1\mu_2...\mu_n} \]  

(25.9)

where \(|g|\) is the numerical magnitude of the determinant of the metric. This procedure is necessary to define a valid tensor, Eq. (25.9), whose indices can be raised or lowered using the metric tensor for the general manifold. These mathematical details are important for numerical computation of the Evans equation (25.1). In the general manifold the metric and inverse metric tensors are defined by the Kronecker delta:

\[ g^{\mu\nu} g_{\nu\sigma} = \delta^\mu_\sigma \]  

(25.10)

Tensor operations such as contraction, symmetrization, and so on are unchanged in the general manifold from their equivalents in Minkowski spacetime, but in the general manifold the tensor \( g^{\mu\nu} \) is not the same as the tensor \( g_{\nu\sigma} \), and as we have just argued, the Levi-Civita symbol is not the same. These details can however be easily coded into a form that can be used routinely to evaluate the new current by computation. In this way the amount of electromagnetic energy available from spacetime can be estimated in a given circuit design.

In order to clarify the meaning of Eq. (25.7) some examples are given as follows.

1. In a three dimensional manifold (space) a one-form is the Hodge dual of a two-form. This is the well known result that an axial vector is dual to an
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antisymmetric tensor. However, it seems not to be well known that this result is true for the general three dimensional space as well as Euclidean or flat three dimensional space. From Eq. (25.7) we obtain:

\[ *A_{\mu_1} = \frac{1}{2!} \epsilon^{\nu_1 \nu_2}_{\mu_1} A_{\nu_1 \nu_2} \]  
(25.11)

when \( p = 2, n = 3 \). Re-labelling indices we obtain:

\[ *A_\rho = \frac{1}{2} \epsilon^{\nu}_\rho A_{\nu \mu_1} \]  
(25.12)

Eq. (25.12) is the generalization to non-Euclidean space of the familiar Euclidean:

\[ *A_k = \frac{1}{2} \epsilon^{ij}_k A_{ij} \]  
(25.13)

2. In a four-dimensional manifold a one-form is dual to a three-form:

\[ *A_{\mu_1} = \frac{1}{3!} \epsilon^{\nu_1 \nu_2 \nu_3}_{\mu_1} A_{\nu_1 \nu_2 \nu_3} \]  
(25.14)

or:

\[ *A_\mu = \frac{1}{6} \epsilon^{\mu \nu \rho}_\sigma A_{\nu \rho \sigma} \]  
(25.15)

with \( n = 4, p = 3 \).

3. In a four-dimensional manifold a three-form is dual to a one-form:

\[ *A_{\mu_1 \mu_2 \mu_3} = \epsilon^{\nu_1}_{\mu_1 \mu_2 \mu_3} A_{\nu_1} \]  
(25.16)

or

\[ *A_{\mu \nu \rho} = \epsilon^{\sigma}_{\mu \nu \rho} A_{\sigma} \]  
(25.17)

with \( n = 4, p = 1 \).

4. In a four-dimensional manifold a two-form is dual to a two-form:

\[ *A_{\mu_1 \mu_2} = \frac{1}{2} \epsilon^{\nu_1 \nu_2}_{\mu_1 \mu_2} A_{\nu_1 \nu_2} \]  
(25.18)

or

\[ *A_{\mu \nu} = \frac{1}{2} \epsilon^{\rho \sigma}_{\mu \nu} A_{\rho \sigma} \]  
(25.19)

with \( n = 4, p = 2 \).

The indices in the Levi-Civita tensor defined by Eq. (25.9) are raised or lowered with the appropriate metric tensor of the general manifold, for example:

\[ \epsilon_{\sigma \mu \nu \rho} = g_{\sigma \kappa} \epsilon^{\kappa}_{\mu \nu \rho} \]  
(25.20)

This is an important difference from the Levi-Civita tensor of Minkowski spacetime, but here again computer code is easily written provided that the mathematical fundamentals are precisely defined. Some important inferences can be made without resorting to computation.
Eq. (25.1) in tensor notation is \([1, 30, 32]\):
\[
\partial_\mu F^a_{\nu\rho} + \partial_\nu F^a_{\rho\mu} + \partial_\rho F^a_{\mu\nu} = \mu_0 \left( j^a_{\mu\nu\rho} + j^a_{\nu\rho\mu} + j^a_{\rho\mu\nu} \right). \tag{25.21}
\]
This is ideal for computation, but the equivalent Hodge dual equation, which we develop as follows, is ideal for physical inference. Using Eq. (25.15):
\[
* j^a_{\sigma} = \frac{1}{6} \epsilon^{\mu\nu\rho}_{\sigma} j^a_{\mu\nu\rho} = \frac{1}{6} \epsilon^{\nu\rho\mu}_{\sigma} j^a_{\nu\rho\mu} = \frac{1}{6} \epsilon^{\rho\mu\nu}_{\sigma} j^a_{\rho\mu\nu} \tag{25.22}
\]
so the Hodge dual of the right hand side of Eq. (25.21) is \(3 \mu_0 * j^a_{\rho} \). This Hodge dual current is a vector valued one-form. Similarly the Hodge dual of the left hand side of Eq. (25.21) is found using Eq. (25.19):
\[
* F^a_{\mu\sigma} = \frac{1}{2} \epsilon^{\nu\rho}_{\mu\sigma} F^a_{\nu\rho}, \tag{25.23}
\]
It follows that
\[
\partial^\mu * F^a_{\mu\sigma} = \frac{1}{2} \partial^\mu \left( \epsilon^{\nu\rho}_{\mu\sigma} F^a_{\nu\rho} \right), \tag{25.24}
\]
and re-arranging dummy indices it follows that the Hodge dual of the left hand side of Eq. (25.21) is \(3 \partial^\mu * F^a_{\mu\sigma} \). Therefore the complete Hodge dual equation is found to be:
\[
\partial^\mu * F^a_{\mu\nu} = \mu_0 * j^a_{\nu}. \tag{25.25}
\]
In field theory the Hodge dual is written with a tilde instead of an asterisk so we obtain:
\[
\partial^\mu \tilde{F}^a_{\mu\nu} = \mu_0 \tilde{j}^a_{\nu}. \tag{25.26}
\]
The equivalent equation in the standard model is well known \([1],[30, 32],[33]\) to be:
\[
\partial^\mu \tilde{F}^a_{\mu\nu} = 0 \tag{25.27}
\]
Eq. (25.27) is a combination of the Gauss law of magnetism and the Faraday law of induction:
\[ \nabla \cdot \mathbf{B} = 0, \quad (25.28) \]

\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0 \quad (25.29) \]

The Evans field theory is more richly structured, notably, the presence of the tangent spacetime index a means that there are more states of polarization and more field components than in the standard model. One of these polarization states or fields is the Evans spin field observed in the inverse Faraday effect [1, 30]. The vector structure of Eq. (25.26) is as follows:

\[ \nabla \cdot \mathbf{B}^a = \mu_0 \tilde{j}_0^a, \quad (25.30) \]

\[ \nabla \times \mathbf{E}^a + \frac{\partial \mathbf{B}^a}{\partial t} = c \mu_0 \tilde{j}_0^a, \quad (25.31) \]

so there is an additional charge density due to gravitation in the Gauss law of magnetism and an additional current density due to gravitation in the Faraday law of induction. It may be deduced that in the presence of gravitation, the circular polarization of an electromagnetic wave is changed because the right hand sides of Eqs. (25.30) and (25.31) are no longer zero. In other words circularly polarized solutions of Eqs (25.28) and (25.29) are no longer true for Eqs. (25.30) and (25.31). This deduction assumes, of course, that \( j \) of Eq. (25.1) is non-zero, and this can only be determined experimentally. The existence of reliable devices as described already strongly suggests, however, that \( j^a \) is non-zero.

### 25.3 Eddington Type Experiment

In order to observe the expected changes in circular polarization predicted theoretically in section 25.2 a source of intense gravitation is needed to maximize the cross-current \( j^a \). Then changes in polarization are observed in theory in electromagnetic radiation grazing this source of gravitation. One such possibility is to look for polarization changes in light grazing the sun during a total eclipse. The instrument needed for this observation is a high accuracy polarimeter mounted on a telescope: either a space telescope or an earthbound telescope. The polarization of light grazing the sun would be compared with the polarization of light from the same source but in the absence of the gravitating object, in this case the sun. The experiment could be repeated for electromagnetic radiation reaching the earth from a source with an intervening intense gravitational field, such as that of a quasar or pulsar. Several variations on this experiment are possible in contemporary cosmology, in each case the objective of the experiment would be to evaluate the effect of gravitation on the polarization of electromagnetic radiation.

Other types of experiments have been suggested recently [36] in order to look for the mutual effects of gravitation and electromagnetism. The governing principle of each experiment is to initially balance a given design and
to look for changes in the balance with high precision apparatus. For example to look for changes in a high precision gravimeter due to intense pulses of electromagnetic radiation. On an electronic scale in a given circuit design, we expect to see significant effects, as argued already in Section 25.2.
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The Homogeneous and Inhomogeneous Evans Field Equations

Summary. The homogeneous (HE) and inhomogeneous (IE) Evans unified field equations are deduced from differential geometry and the Hodge dual in the general four dimensional manifold (Evans spacetime) of unified field theory. The HE is the first Bianchi identity of differential geometry multiplied on both sides by the fundamental voltage $A^{(0)}$, a scalar valued electromagnetic potential magnitude. The IE is deduced by evaluating the Hodge dual of the Riemann form and the Hodge dual of the torsion form in the first Bianchi identity, then multiplying both sides of the resultant equation by $A^{(0)}$. This procedure generalizes the well known Hodge dual relation between the anti-symmetric electromagnetic field tensors of the homogeneous and inhomogeneous Maxwell Heaviside field equations of the standard model. The resulting HE and IE equations are correctly objective, or generally covariant, whereas the MH equations are valid only in the Minkowski spacetime of special relativity, and so are not generally covariant or objective equations of physics. For this reason the HE and IE field equations are able to analyze the mutual effects of gravitation on electromagnetism and vice versa, whereas the MH equations fail qualitatively in this objective.

Key words: Homogeneous and inhomogeneous Evans field equations; Hodge dual; Evans unified field theory.

26.1 Introduction

It is well known that the homogeneous and inhomogeneous Maxwell Heaviside (MH) field equations of the standard model are respectively [1, 2]:

\begin{align*}
    d \wedge F &= 0 \quad (26.1) \\
    d \wedge \tilde{F} &= \mu_0 J \quad (26.2)
\end{align*}

in differential geometry. Here $d\wedge$ is the exterior derivative, $F$ is the scalar valued electromagnetic field two-form; $\tilde{F}$ is the Hodge dual [1] of $F$ in Minkowski spacetime and so is another scalar valued two-form, and $J$ is the scalar valued
charge-current density three-form. Eqs. (26.1) and (26.2) are written in S.I. units and \( \mu_0 \) is the S.I. permeability in vacuo. In Section 2 the MH equations of the standard model are made objective or generally covariant equations of the Evans unified field theory [3, 32]. Eq. (26.1) is developed into the homogeneous Evans field equation (HE) and Eq. (26.2) is developed into the inhomogeneous Evans field equation (IE). The resulting equations are written in the general four dimensional manifold known as Evans spacetime and are:

\[
\begin{align*}
  d \wedge F^a &= R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b = \mu_0 j^a \\
  d \wedge \tilde{F}^a &= \tilde{R}^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge \tilde{F}^b = \mu_0 J^a.
\end{align*}
\]

Here

\[
D \wedge F^a = d \wedge F^a + \omega^a_{\ b} \wedge F^b
\]

is the covariant exterior derivative where \( \omega^a_{\ b} \) is the spin connection [1] of differential geometry. In Eqs (26.3) and (26.4) \( F^a \) is the vector valued electromagnetic field two-form; \( \tilde{F}^a \) is its Hodge dual [1] in Evans spacetime, \( R^a_{\ b} \) is the tensor valued Riemann or curvature two-form; \( \tilde{R}^a_{\ b} \) is the Hodge dual of \( \tilde{R}^a_{\ b} \) in Evans spacetime; \( A^a \) is the vector-valued electromagnetic potential one-form. Eq. (26.3) is the first Bianchi identity of differential geometry [1] multiplied on both sides by the fundamental voltage \( A^{(0)} \) [3, 32]; a scalar valued electromagnetic potential magnitude in volts. Thus the HE equation is:

\[
A^{(0)}(D \wedge T^a) = A^{(0)}(R^a_{\ b} \wedge q^b).
\]

Similarly the IE equation is:

\[
A^{(0)}(D \wedge \tilde{T}^a) = A^{(0)}(\tilde{R}^a_{\ b} \wedge q^b).
\]

In Eqs. (26.6) and (26.7) \( T \) is the vector-valued torsion two-form of differential geometry and \( q^b \) is the vector valued tetrad one-form of differential geometry. Thus [3, 32]:

\[
\begin{align*}
  F^a &= A^{(0)} T^a \\
  A^a &= A^{(0)} q^a
\end{align*}
\]

Eqs. (26.8) and (26.9) convert differential geometry to the unified field theory.

In Section 26.2 the current terms \( j^a \) and \( J^a \) are developed in terms of the fundamental differential forms of geometry. In section 26.3 the mutual effects of gravitation and electromagnetism are discussed in some detail and suggestions made for numerical solutions of the HE and IE field equations. Essentially this work shows that all of physics originates in spacetime geodynamics [?].
26.2 Development Of The Current Terms $j$ and $J$

It is convenient to summarize the notation used in the unified field theory as follows, first for the HE and then for the IE field equations.

The HE equation in "barebones notation", with all indices suppressed is:
\[
D \wedge F = R \wedge A.
\]  \hspace{1cm} (26.10)

The tangent bundle indices are first restored to give:
\[
D \wedge F^a = R^a_b \wedge A^b.
\]  \hspace{1cm} (26.11)

Secondly the indices of the base manifold are restored to give:
\[
(D \wedge F^a)_{\mu \nu \rho} = (R^a_b \wedge A^b)_{\mu \nu \rho}.
\]  \hspace{1cm} (26.12)

In tensor notation, Eq (26.12) is developed as follows:
\[
\partial_\mu F^a_{\nu \rho} + \partial_\nu F^a_{\rho \mu} + \omega^a_{\mu b} F^b_{\nu \rho} + \omega^a_{\nu b} F^b_{\rho \mu} + \omega^a_{\rho b} F^b_{\mu \nu} = R^a_{b \mu \nu} A^b_{\rho} + R^a_{b \nu \rho} A^b_{\mu} + R^a_{b \rho \mu} A^b_{\nu}.
\]  \hspace{1cm} (26.13)

It can therefore be seen that the condensed notation of Eq (26.10) is equivalent to solving simultaneous partial differential equations for given initial and boundary conditions. This problem can be addressed numerically and the result will be an estimate of the effect of gravitation on electromagnetism for a given experimental situation. Analytical methods of approximation and experimental data where available should always be used as guidelines to the numerical solution.

The homogeneous MH equation of the standard model loses a lot of information in comparison with the HE equation. This can be seen as follows. In barebones notation the equivalent of Eq. (26.10) in the standard model is:
\[
d \wedge F = 0.
\]  \hspace{1cm} (26.14)

There are no tangent bundle indices in equation (26.14) because it is an equation of Minkowski spacetime in which the electromagnetic field is thought of as a separate entity, an entity superimposed on the frame (the Minkowski spacetime). The Evans field theory on the other hand is a unified field theory of general relativity in which the unified field is the Evans spacetime, or general four dimensional manifold. Tangent bundles [1] are defined on this base manifold, and so tangent bundle indices appear in Eq. (26.11). These indices define states of polarization of the electromagnetic field. The indices of the base manifold can be restored in Eq. (26.14) to give:
\[
(d \wedge F)_{\mu \nu} = 0
\]  \hspace{1cm} (26.15)

an equation which when written out in full is:
\[ \partial_\mu F_{\nu\rho} + \partial_\nu F_{\rho\mu} + \partial_\rho F_{\mu\nu} = 0. \]  

(26.16)

In comparison with the HE equation it is seen that there is no spin connection and no Riemann form in Eq. (26.15). The latter cannot therefore describe the effect of gravitation on electromagnetism and vice versa. This is an obvious and well known failure of the standard model, meaning that the Evans field theory should be preferred to the standard model. The latter is not an objective theory of nature, while the Evans field theory is objective and thus the first generally covariant theory of ALL natural philosophy - the first workable unified field theory.

The charge-current density of the HE equation is the vector valued three-form:

\[ j = \frac{1}{\mu_0} (R \wedge A - \omega \wedge F) \]  

(26.17)

in barebones notation. It is therefore a balance of terms. Eq. (26.3) describes the Gauss Law of magnetism and the Faraday Law of induction in the unified field theory. Experimentally it is known that these laws are obeyed to high precision, for example in standards laboratories, implying:

\[ d \wedge F^a = 0. \]  

(26.18)

Therefore:

\[ j^a = \frac{1}{\mu_0} (R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b) \sim 0, \]  

(26.19)

i.e. \( j \) is very small experimentally in laboratory experiments. In a cosmological context however it may become possible to detect \( j \) experimentally, for example in electromagnetic radiation grazing an intensely gravitating object (Eddington type experiment) or in anomalous redshift data or similar. If \( j \) vanishes identically it follows from Eqs. (26.6) and (26.19) that:

\[ R^a_{\ b} \wedge q^b = \omega^a_{\ b} \wedge T^b. \]  

(26.20)

Using the structure equations of differential geometry:

\[ T^b = D \wedge q^b \]  

(26.21)

\[ R^a_{\ b} = D \wedge \omega^a_{\ b} \]  

(26.22)

Eq. (26.20) implies:

\[ (D \wedge \omega^a_{\ b}) \wedge q^b = \omega^a_{\ b} \wedge (D \wedge q^b) \]  

(26.23)

One possible solution of Eq. (26.23) is:

\[ \omega^a_{\ b} = -\kappa \epsilon^a_{\ bc} q^c \]  

(26.24)

and this is true in circular polarization [3]-[32]. The first Bianchi identity of differential geometry, Eq. (26.6), allows for:
and so $j$ can be non-zero mathematically. For $j$ to be non-zero the gamma
connection of Riemann geometry [1] must be asymmetric in its lower two in-
dices, and when this condition is true gravitation and electromagnetism are
mutually influential [3, 32]. Initially circularly polarized electromagnetic ra-
diation is changed by intense gravitation into elliptical polarization when $j$
is non-zero. In the laboratory this is expected to be a very small effect, because
Eq. (26.18) is true experimentally to high precision in the laboratory, but in
a cosmological context $j$ may become observable as discussed already. In the
standard model $j$ is always zero. So this type of experiment may be used to
test the difference between Evans field theory and the standard model. Numer-
al methods would be needed to simulate and design such an experiment
and to estimate $j$ for a given $R$ and given spin connection in the presence of
gravitation. "The presence of gravitation" means that there is a contribution
to the complete (in general asymmetric) gamma connection from a compo-
ent of the gamma connection which is symmetric in its lower two indices
(the well known Christoffel, Levi-Civita or Riemannian connection [1]). "The
absence of gravitation" means that the gamma connection is anti-symmetric
in its lower two indices. This is the gamma connection of electromagnetism
uninfluenced by gravitation. "The absence of electromagnetism" means that
the gamma connection is symmetric in its lower two indices, and that the tor-
sion form vanishes by definition [1]. In all three cases note carefully that the
Riemann tensor or Riemann form is non-zero. The Riemann form of elec-
 tromagnetism is therefore non-zero in the absence of gravitation but is undefined
in the standard model. On the other hand the torsion form vanishes by de-
 finition when the gamma connection is symmetric in its lower two indices.
If the Riemann form and connection form are both zero, the spacetime is
Minkowski spacetime, and gravitation and electromagnetism are not defined
because the unified Evans field is not defined in a Minkowski spacetime. In the
self-inconsistent and incomplete standard model electromagnetism is a sepa-
rate philosophical entity superimposed on the frame of Minkowski spacetime,
and gravitation is in essence the Christoffel connection.

The charge-current density $J$ of the IE equation can become much
larger than $j$ and is of much greater practical importance in the acquisition
of electric power from Evans spacetime. The practically important current $J$
is defined as:

$$J = \frac{1}{\mu_0} \left( \tilde{R} \wedge A - \omega \wedge \tilde{F} \right)$$

in barebones notation. Reinstating indices:

$$J^a_{\mu\nu\rho} = \frac{1}{\mu_0} \left( \tilde{R}^a_b \wedge A^b - \omega^a_b \wedge \tilde{F}^b \right)_{\mu\nu\rho}$$

and when written out in tensor notation we obtain:
\[ J^a_{\mu
u\rho} + J^a_{\nu\rho\mu} + J^a_{\rho\mu\nu} = \frac{1}{\mu_0} \left( \bar{R}^a_{b\mu\nu} A^b_\rho + \bar{R}^a_{b\nu\rho} A^b_\mu + \bar{R}^a_{b\rho\mu} A^b_\nu \right. \]
\[ - \omega^a_{b\mu} \tilde{F}^b_{\nu\rho} - \omega^a_{b\nu} \tilde{F}^b_{\rho\mu} - \omega^a_{b\rho} \tilde{F}^b_{\mu\nu} \right) \].
\[ (26.28) \]

The IE equation is obtained in analogy with the inhomogeneous MH equation (26.2), in which the scalar valued [1] electromagnetic field two-form \( F \) is replaced by its Hodge dual \([1] \tilde{F} \) in Minkowski spacetime. Therefore in order to obtain the IE equation from the HE equation the Hodge duals are defined of \( F \) and \( R \) in Evans spacetime. Here \( F^a \) is a vector valued [1] two-form of the Evans (i.e. unified) field, and \( R^a_{b} \) is a tensor valued two-form of the Evans field. A differential two-form is antisymmetric in the indices of the base manifold. Thus:
\[ F^a_{\mu\nu} = -F^a_{\nu\mu} \] \[ (26.29) \]
\[ R^a_{b\mu\nu} = -R^a_{b\nu\mu}. \] \[ (26.30) \]

The Hodge dual [1] of a vector valued two-form in the general four-dimensional manifold is another vector valued two-form, another antisymmetric tensor with respect to the base manifold. Similarly the Hodge dual of a tensor valued two-form is another tensor valued two-form. Thus by anti-symmetry (Eqs. (26.29) and (26.30)) we obtain the IE from the HE.

In so doing care must be taken to define the Hodge dual correctly. The general definition of the Hodge dual for any differential form in any manifold is [1]:
\[ \tilde{X}_{\mu_1...\mu_n-\rho} = \frac{1}{\rho!} \epsilon_{\nu_1...\nu_p \mu_1...\mu_n-\rho} X_{\nu_1...\nu_p}. \] \[ (26.31) \]

Eq. (26.31) maps from a p-form to an (n - p)-form the general n dimensional manifold. The Levi-Civita symbol in the general manifold is defined [1] as:
\[ \epsilon_{\mu_1\mu_2...\mu_n} = \begin{cases} 
1 & \text{if } \mu_1\mu_2...\mu_n \text{ is an even permutation} \\
-1 & \text{if } \mu_1\mu_2...\mu_n \text{ is an odd permutation} \\
0 & \text{otherwise}.
\end{cases} \] \[ (26.32) \]

The Levi-Civita symbol used in the definition of the Hodge dual is [1]:
\[ \epsilon_{\mu_1\mu_2...\mu_n} = (|g|)^{1/2} \epsilon_{\mu_1\mu_2...\mu_n} \] \[ (26.33) \]
where \(|g|\) is the numerical magnitude of the determinant of the metric. In the general four-dimensional manifold (Evans spacetime), a two-form is dual to a two-form:
\[ \tilde{X}_{\mu_1\mu_2} = \frac{1}{2} \epsilon_{\nu_1\nu_2 \mu_1\mu_2} X_{\nu_1\nu_2}. \] \[ (26.34) \]

Indices are raised and lowered in the Levi-Civita tensor by use of the metric tensor. The latter is normalized by:
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\[ g^{\mu\nu} g_{\mu\nu} = 4. \]  \hspace{1cm} (26.35)

Therefore:
\[ \tilde{X}_{\mu\nu} = \frac{1}{2} \epsilon^{\sigma\rho\mu\nu} X_{\rho\sigma}. \]  \hspace{1cm} (26.36)

This is the correct definition of the Hodge dual of a differential two-form in Evans spacetime. For numerical solutions this definition must be coded correctly in order to define the IE equation and the current \( J_{\mu\nu}^{a} \). The definition (26.6) is true both for a vector valued and tensor valued two-form of Evans spacetime.

None of these fundamentally important concepts of differential geometry appear in the standard model but they are of basic importance for the engineering of electric power from Evans spacetime through the current \( J_{\mu\nu}^{a} \).

26.3 Discussion Of The Interaction Of Electromagnetism and Gravitation

It is important to realize that in the Evans field theory the currents \( j \) and \( J \) are a logical consequence of differential geometry, and also govern the way in which electromagnetism influences gravitation and vice versa. In the older MH theory the current \( j \) is not recognized to exist, and \( J \) is introduced empirically without reference to geometry as required in general relativity. The Evans field theory therefore has fundamental advantages over the MH field theory. It is proved as follows that if \( j \) is zero experimentally to high precision, then \( J \) is non-zero as also observed experimentally. It is required to prove that if:
\[ R_{\mu\nu}^{a} q_{\rho} = \omega_{\mu\nu}^{a} T_{\rho} \]  \hspace{1cm} (26.37)
then:
\[ \tilde{R}_{\mu\nu}^{a} q_{\rho} \neq \omega_{\mu\nu}^{a} \tilde{T}_{\rho}. \]  \hspace{1cm} (26.38)

In tensor notation Eq. (26.37) is:
\[ R_{\mu\nu}^{a} q_{\rho} + R_{\nu\rho}^{a} q_{\mu} + R_{\rho\mu}^{a} q_{\nu} = \omega_{\mu\nu}^{a} T_{\rho}^{\mu} + \omega_{\nu\rho}^{a} T_{\mu}^{\nu} + \omega_{\rho\mu}^{a} T_{\nu}^{\rho} \]  \hspace{1cm} (26.39)
and this is equivalent \([3, 32]\) to:
\[ \tilde{R}_{\mu\nu}^{a} q_{\rho} = \omega_{\mu\nu}^{a} \tilde{T}_{\rho}. \]  \hspace{1cm} (26.40)

It follows from Eq. (26.40) that in general:
\[ \tilde{R}_{\mu\nu}^{a} q_{\rho} + \tilde{R}_{\nu\rho}^{a} q_{\mu} + \tilde{R}_{\rho\mu}^{a} q_{\nu} \neq \omega_{\mu\nu}^{a} \tilde{T}_{\rho}^{\mu} + \omega_{\nu\rho}^{a} \tilde{T}_{\mu}^{\nu} + \omega_{\rho\mu}^{a} \tilde{T}_{\nu}^{\rho} \]  \hspace{1cm} (26.41)

So the proof is complete (q.e.d.) and rigorously geometrical in nature. In the Evans field theory it has been proven rigorously that if \( j \sim 0 \) experimentally then \( J \) is not zero. This proof then shows the origin of charge current density \( (J) \) in general relativity or objective physics.
The Einsteinian theory of gravitation uses the Christoffel symbol, as discussed already, and in this theory there is no influence of gravitation on electromagnetism. The use of a Christoffel symbol implies:

\[ R \wedge q = 0 \]  

which is the familiar Bianchi identity:

\[ R_{\sigma\mu\nu\rho} + R_{\sigma\nu\mu\rho} + R_{\sigma\rho\mu\nu} = 0 \]  

of the Einstein theory. Eq. (26.42) implies that electromagnetism is described in objective physics with the use of an anti-symmetric gamma connection in the HE:

\[ d \wedge F^a = R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b = \mu_0 j^a \sim 0. \]  

There is no contribution from gravitation, so the latter, self consistently, does not influence electromagnetism in the Einstein limit.

When there is interaction between gravitation and electromagnetism, the gamma connection is in general asymmetric in the HE and IE equations. This means that the gamma connection is a sum of antisymmetric and symmetric components, a conclusion which follows from the well known theorem that an asymmetric matrix is always the well defined sum of a symmetric matrix and an anti-symmetric matrix. This INTERACTION between gravitation and electromagnetism is the critically important factor in extracting electric power from Evans spacetime in situations where the standard model fails qualitatively. The standard model is not capable of describing this interaction, so is not capable of describing the critically important extra source of electric power that appears in general in both \( j \) and \( J \).
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Summary. The Gauss Laws of magnetism and the Faraday law of induction are derived from the Evans unified field theory. The geometrical constraints imposed on the general field theory by these well known laws lead self consistently to O(3) electrodynamics.

Key words: Evans field theory, Gauss law applied to magnetism; Faraday law of induction; O(3) electrodynamics.

27.1 Introduction

In this paper the Gauss law applied to magnetism [1] and the Faraday Law of induction [1, 2] are derived from the Evans field theory [3]–[33] by the imposition of well defined constraints in differential geometry. Therefore the origin of these well known laws is traced to differential geometry and the properties of the general four dimensional manifold known as Evans spacetime. Such inferences are not possible in the Maxwell-Heaviside (MH) theory of the standard model [1, 2] because MH is not an objective theory of physics, rather it is a theory of special relativity covariant only under the Lorentz transformation. An objective theory of physics must be covariant under any coordinate transformation[1] and this is a fundamental philosophical requirement for all physics, as first realized by Einstein. This fundamental requirement is known as general relativity and the general coordinate transformation leads to general covariance in contrast to the Lorentz covariance of special relativity. The fundamental lack of objectivity in the Lorentz covariant MH theory means that it is not able to describe the important mutual effects of gravitation and electromagnetism. In contrast the Evans unified field theory is generally covariant and is a direct logical consequence of Einstein’s general relativity, which is essentially the geometrization of physics. The unified field theory is able by definition to analyze the effects of gravitation on electromagnetism and vice-versa.
In Section 2 a fundamental geometrical constraint on the general field theory is derived from a consideration of the first Bianchi identity of differential geometry. It is then shown that this constraint leads to O(3) electrodynamics [3]–[33] directly from the Bianchi identity. These inferences trace the origin of the Gauss law applied to magnetism and the Faraday law of induction to differential geometry and general relativity, as required by Einsteinian natural philosophy. Section 3 is a discussion of the numerical methods needed to solve the general and restricted Evans field equations.

27.2 Geometrical Condition Needed for the Gauss Law of Magnetism and the Faraday Law of Induction and Derivation of O(3) Electrodynamics

The geometrical origin of these laws in the Evans field theory is the first Bianchi identity of differential geometry [1]:

\[ D \wedge T^a = R^a_{\ b} \wedge q^b \]  

(27.1)

which can be rewritten as:

\[ d \wedge T^a = R^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge T^b. \]  

(27.2)

Here \( T^a \) is the vector valued torsion two-form, \( R^a_{\ b} \) is the tensor valued curvature or Riemann two-form; \( q^b \) is the vector valued tetrad one-form; \( \omega^a_{\ b} \) is the spin connection, which can be regarded as a one-form [1]. The symbol \( D\wedge \) denotes the covariant exterior derivative and \( d\wedge \) denotes the ordinary exterior derivative.

The Bianchi identity becomes the homogeneous Evans field equation (HE) using:

\[ A^a = A^{(0)} q^a, \]  

(27.3)

\[ F^a = A^{(0)} T^a. \]  

(27.4)

Here \( A^{(0)} \) is a scalar valued electromagnetic potential magnitude (whose S.I. unit is volt s / m). Thus \( A^a \) is the vector valued electromagnetic potential one-form and \( F^a \) is the vector valued electromagnetic field two-form. The HE is therefore:

\[ d \wedge F^a = R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b = \mu_0 j^a \]  

(27.5)

where:

\[ j^a = \frac{1}{\mu_0} \left( R^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge F^b \right) \]  

(27.6)

is the homogeneous current, a vector valued three-form. Here \( \mu_0 \) is the S. I. vacuum permeability.
The homogeneous current is theoretically non-zero. However it is known experimentally to great precision that:

\[ d \wedge F^a \sim 0. \]  \hspace{1cm} (27.7)

Eqn. (27.7) encapsulates the two laws which are to be derived here from Evans field theory. These are usually written in vector notation as follows. The Gauss law applied to magnetism is:

\[ \nabla \cdot B^a \sim 0, \]  \hspace{1cm} (27.8)

where \( B^a \) is magnetic flux density. The Faraday law of induction is:

\[ \nabla \times E^a + \frac{\partial B^a}{\partial t} \sim 0 \]  \hspace{1cm} (27.9)

where \( E^a \) is electric field strength. The index \( a \) appearing in Eqns. (27.8) and (27.9) comes from equation (27.5), i.e. from general relativity as required by Einstein. The physical meaning of \( a \) is that it indicates a basis set of the tangent bundle spacetime, a Minkowski or flat spacetime. Any basis elements (e.g. unit vectors or Pauli matrices) can be used \[1\] in the tangent spacetime of differential geometry, and the basis elements can be used to describe states of polarization \[3\]–\[33\], for example circular polarization first discovered experimentally by Arago in 1811. Arago was the first to observe what is now known as the two transverse states of circular polarization. It is convenient \[3\]–\[33\] to describe these states of circular polarization by the well known \[34\] complex circular basis:

\[ a = (1), (2) \text{ and } (3) \]  \hspace{1cm} (27.10)

whose unit vectors are:

\[ e^{(1)} = \frac{1}{\sqrt{2}} (i - ij) = e^{(2)*}, \]  \hspace{1cm} (27.11)

\[ e^{(3)} = k \]  \hspace{1cm} (27.12)

where * denotes complex conjugation. Each state of circular polarization can be described by two complex conjugates. One sense of circularly polarized radiation is described by the complex conjugates:

\[ A_1^{(1)} = \frac{A^{(0)}}{\sqrt{2}} (i - ij) e^{i\phi}, \]  \hspace{1cm} (27.13)

\[ A_1^{(2)} = \frac{A^{(0)}}{\sqrt{2}} (i + ij) e^{-i\phi}. \]  \hspace{1cm} (27.14)

The other sense of circularly polarized radiation is described by the complex conjugates:
\[ A_2^{(1)} = \frac{A^{(0)}}{\sqrt{2}} (i + ij) e^{i\phi}, \quad \text{(27.15)} \]

\[ A_2^{(2)} = \frac{A^{(0)}}{\sqrt{2}} (i - ij) e^{-i\phi}. \quad \text{(27.16)} \]

Here \( \phi \) is the electromagnetic phase and Eqns. (27.13) and (27.16) are solutions of Eq. (27.7).

The experimentally observable Evans spin field \( B^{(3)} [3]–[33] \) is defined by the vector cross product of one conjugate with the other. In non-linear optics [3]–[33] this is known as the conjugate product, and is observed experimentally in the inverse Faraday effect, (IFE), the magnetization of any material matter by circularly polarized electromagnetic radiation. In the sense of circular polarization defined by Eqns. (27.13) and (27.14):

\[ B_1^{(3)} = -igA_1^{(1)} \times A_1^{(2)} = B^{(0)} k \quad \text{(27.17)} \]

where

\[ g = \frac{\kappa}{A^{(0)}} \quad \text{(27.18)} \]

and where \( \kappa \) is the wavenumber. In the sense of circular polarization defined by Eqns. (27.15) and (27.16) \( B^{(3)} \) reverses sign:

\[ B_2^{(3)} = -igA_2^{(1)} \times A_2^{(2)} = -B^{(0)} k \quad \text{(27.19)} \]

and this is observed experimentally [3]–[33] because the observable magnetization changes sign when the handedness or sense of circular polarization is reversed. Linear polarization is the sum of 50% left and 50% right circular polarization and in this state the IFE is observed to disappear. Thus \( B^{(3)} \) in a linearly polarized beam vanishes because half the beam has positive \( B^{(3)} \) and the other half negative \( B^{(3)} \). The \( B^{(3)} \) field was first inferred by Evans in 1992 [34] and it was recognized for the first time that the phase free magnetization of the IFE is due to a third (spin) state of polarization now recognized as \( a = (3) \) in the unified field theory. The Gauss law and the Faraday law of induction hold for \( a = (3) \), but it is observed experimentally that \( A^{(3)} = 0 \) [3]–[33]. Therefore:

\[ \nabla \cdot B^{(3)} \sim 0 \quad \text{(27.20)} \]

\[ \frac{\partial B^{(3)}}{\partial t} \sim 0. \quad \text{(27.21)} \]

The fundamental reason for this is that the spin of the electromagnetic field produces an angular momentum which is observed experimentally in the Beth effect [3]–[33]. The electromagnetic field is negative under charge conjugation symmetry (C), so the Beth angular momentum produces \( B^{(3)} \) directly, angular momentum and magnetic field being both axial vectors. The
putative radiated $\mathbf{E}^{(3)}$ would be a polar vector if it existed, and would not be produced by spin. There is however no electric analogue of the inverse Faraday effect, a circularly polarized electromagnetic field does not produce an electric polarization experimentally, only a magnetization. Similarly, in the original Faraday effect, a static magnetic field rotates the plane of linearly polarized radiation, but a static electric field does not. The Faraday effect and the IFE are explained using the same hyperpolarizability tensor in the standard model, and in the Evans field theory by a term in the well-defined Maclaurin expansion of the spin connection in terms of the tetrad, producing the IFE magnetization:

$$\mathbf{M}^{(3)} = -\frac{i}{\mu_0} g' \mathbf{A}^{(1)} \times \mathbf{A}^{(2)}$$  \hspace{1cm} (27.22)

where $\mathbf{A}^{(1)}$ and $\mathbf{A}^{(2)}$ are complex conjugate tetrad elements combined into vectors [3]–[33]. Similarly all non-linear optical effects in the Evans field theory are, self consistently, properties of the Evans spacetime or general four-dimensional base manifold. The unified field theory therefore allows non-linear optics to be built up from spacetime, as required in general relativity. In the MH theory the spacetime is flat and cannot be changed, so non-linear optics must be described using constitutive relations extraneous to the original linear theory.

In the unified field theory the Evans spin field and the conjugate product are deduced self consistently from the experimental observation:

$$j^a \sim 0.$$  \hspace{1cm} (27.23)

Eqs.(27.23) and (27.6) imply:

$$R^a_b \wedge q^b = \omega^a_b \wedge T^b$$  \hspace{1cm} (27.24)

to high precision. In other words the Gauss law and Faraday law of induction appear to be true within contemporary experimental precision. The reason for this in general relativity (i.e. objective physics) is Eq.(27.24), a constraint of differential geometry. Using the Maurer-Cartan structure equations of differential geometry [1]:

$$T^a = D \wedge q^a$$  \hspace{1cm} (27.25)

$$R^a_b = D \wedge \omega^a_b.$$  \hspace{1cm} (27.26)

Eq.(27.24) becomes the following experimentally implied constraint on the general unified field theory:

$$(D \wedge \omega^a_b) \wedge q^b = \omega^a_b \wedge (D \wedge q^b).$$  \hspace{1cm} (27.27)

A particular solution of Eq.(27.27) is:

$$\omega^a_b = -\kappa \epsilon^a_{bc} q^c.$$  \hspace{1cm} (27.28)
where $\epsilon_{abc}$ is the Levi-Civita tensor in the flat tangent bundle spacetime. Being a flat spacetime, Latin indices can be raised and lowered in contravariant covariant notation and so we may rewrite Eq.(27.28) as:

$$\omega_{ab} = \kappa \epsilon_{abc} q^c.$$  \hspace{1cm} (27.29)

Eqn.(27.29) states that the spin connection is an antisymmetric tensor dual to the axial vector within a scalar valued factor with the dimensions of inverse metres. Thus Eq.(27.29) defines the wave-number magnitude, $\kappa$, in the unified field theory. It follows from Eqn.(27.29) that the covariant derivative defining the torsion form in the first Maurer-Cartan structure equation (27.25) can be written as:

$$T^a = d \wedge q^a + \omega^a_{\ b} \wedge q^b$$

$$= d \wedge q^a + \kappa q^b \wedge q^c$$ \hspace{1cm} (27.30) \hspace{1cm} (27.31)

□

from which it follows, using Eqs.(27.3) and (27.4), that:

$$F^a = d \wedge A^a + gA^b \wedge A^c$$ \hspace{1cm} (27.32)

In the complex circular basis, Eq.(27.32) can be expanded as the cyclically symmetric set of three equations:

$$F^{(1)*} = d \wedge A^{(1)*} - igA^{(2)} \wedge A^{(3)}$$ \hspace{1cm} (27.33)

$$F^{(2)*} = d \wedge A^{(2)*} - igA^{(3)} \wedge A^{(1)}$$ \hspace{1cm} (27.34)

$$F^{(3)*} = d \wedge A^{(3)*} - igA^{(1)} \wedge A^{(2)}$$ \hspace{1cm} (27.35)

with O(3) symmetry [3]–[33]. These are the defining relations of O(3) electrodynamics, developed by Evans from 1992 to 2003 [3]–[33]

It has been shown that O(3) electrodynamics is a direct result of the unified field theory given the experimental constraints imposed by the Gauss law and the Faraday law of induction. It follows that O(3) electrodynamics automatically produces these laws, i.e.:

$$d \wedge F^{(a)} = 0,$$

$$a = 1, 2, 3$$ \hspace{1cm} (27.36)

as observed experimentally. The existence of the conjugate product has been DEDUCED in Eq.(27.32) from differential geometry, and it follows that the spin field and the inverse Faraday effect have also been deduced from differential geometry and the Evans unified field theory of general relativity or objective physics. This is a major advance from the standard model and the MH theory of special relativity.
27.3 Numerical Methods of Solutions

In general the homogeneous and inhomogeneous Evans field equations must be solved simultaneously for given initial and boundary conditions. In this section the two equations are written out in tensor notation and subsidiary information summarized. The homogeneous field equation in tensor notation is:

\[ \partial_\mu F^a_{\nu\rho} + \partial_\nu F^a_{\rho\mu} + \partial_\rho F^a_{\mu\nu} = R^a_{\ b\mu\nu} A_b^b + R^a_{\ b\nu\rho} A_b^b + R^a_{\ b\rho\mu} A_b^b - \omega^a_{\ b\mu} F^b_{\nu\rho} - \omega^a_{\ b\nu} F^b_{\rho\mu} - \omega^a_{\ b\rho} F^b_{\mu\nu} \]  

(27.37)

and this is equivalent to the barebones or minimalist notation of differential geometry:

\[ d \wedge F = R \wedge A - \omega \wedge F \]  

(27.38)

where all indices have been suppressed. For the purposes of electrical engineering Eq.(27.37) is, to an excellent approximation:

\[ \partial_\mu F^a_{\nu\rho} + \partial_\nu F^a_{\rho\mu} + \partial_\rho F^a_{\mu\nu} = 0 \]  

(27.39)

Eq.(27.39) is equivalent to the Gauss Law applied to magnetism:

\[ \nabla \cdot B^a = 0 \]  

(27.40)

and the Faraday Law of induction:

\[ \nabla \times B^a + \frac{\partial E^a}{\partial t} = 0 \]  

(27.41)

for all polarization states a.

The exceedingly important influence of gravitation on electromagnetism and vice versa must however be computed in general when the right hand side of Eq.(27.37) is non-zero. This tiny but in general non-zero influence leads to a violation of the well known laws (27.40) and (27.41), and this must be searched for with high precision instrumentation. Eq.(27.39) may be rewritten as the Hodge dual equation:

\[ \partial_\mu \tilde{F}^a_{\mu\nu} = 0 \]  

(27.42)

and for each index a this is a homogeneous Maxwell-Heaviside field equation. In general \( \tilde{F}^a_{\mu\nu} \) is the Hodge dual of \( F^a_{\mu\nu} \) in Evans spacetime and \( \tilde{j}^a_\mu \) is the Hodge dual of the charge-current density three-form defined by the right hand side of Eq.(27.37), i.e.

\[ \partial_\mu F^a_{\nu\rho} + \partial_\nu F^a_{\rho\mu} + \partial_\rho F^a_{\mu\nu} = \mu_0 \left( j^a_{\mu\nu\rho} + j^a_{\nu\rho\mu} + j^a_{\rho\mu\nu} \right) \]  

(27.43)

where:
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\[ j^a_{\mu \nu \rho} = \frac{1}{\mu_0} \left( F^a_{b\mu \nu} A^b_{\rho} - \omega^a_{\mu \nu} F^b_{\nu \rho} \right) \]  
(27.44)

etc.

Thus:

\[ \tilde{j}^a_\sigma = \frac{1}{6} \epsilon^{\mu \nu \rho} \sigma j^a_{\mu \nu \rho} \]
\[ = \frac{1}{6} \epsilon^{\nu \rho \mu} \sigma j^a_{\nu \rho \mu} \]
\[ = \frac{1}{6} \epsilon^{\rho \mu \nu} \sigma j^a_{\rho \mu \nu} \]

(27.45)

and

\[ \tilde{F}^a_{\mu \sigma} = \frac{1}{2} \epsilon^{\nu \rho} \mu \sigma F^a_{\nu \rho} \]
\[ \tilde{F}^a_{\nu \sigma} = \frac{1}{2} \epsilon^{\rho \mu} \nu \sigma F^a_{\rho \mu} \]
\[ \tilde{F}^a_{\rho \sigma} = \frac{1}{2} \epsilon^{\mu \nu} \rho \sigma F^a_{\mu \nu} \]

(27.46)

In computing these Hodge duals the correct general definition maps from a p-form of differential geometry to an (n-p)-form of differential geometry in the general n dimensional manifold. The general four dimensional manifold is the Evans spacetime, so named to distinguish it from the Riemannian spacetime used in Einstein’s field theory of gravitation. The Hodge dual is in general [1]:

\[ \tilde{\chi}_{\mu_1 \ldots \mu_{n-p}} = \frac{1}{p!} \epsilon^{\nu_1 \ldots \nu_p \mu_1 \ldots \mu_{n-p}} \chi_{\nu_1 \ldots \nu_p} \]  
(27.47)

The general Levi-Civita symbol is:

\[ \epsilon'_{\mu_1 \mu_2 \ldots \mu_n} = \begin{cases} 
1 & \text{if } \mu_1 \mu_2 \ldots \mu_n \text{ is an even permutation} \\
-1 & \text{if } \mu_1 \mu_2 \ldots \mu_n \text{ is an odd permutation} \\
0 & \text{otherwise} 
\end{cases} \]  
(27.48)

and the Levi-Civita tensor used in Eq.(27.47) is:

\[ \epsilon_{\mu_1 \mu_2 \ldots \mu_n} = (|g|)^{1/2} \epsilon'_{\mu_1 \mu_2 \ldots \mu_n} \]  
(27.49)

where \(|g|\) is the numerical value (i.e. a number) of the determinant of the metric tensor \(g_{\mu \nu}\). The field tensor is defined by the torsion tensor:

\[ F^a_{\mu \nu} = A^{(0)} T^a_{\mu \nu} \]  
(27.50)

and the potential is defined by the tetrad:
The metric is factorized into a dot product of tetrads:

\[ g_{\mu\nu} = q_\mu^a q_\nu^b \eta_{ab} \quad (27.52) \]

where:

\[
\eta_{ab} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix} \quad (27.53)
\]

is the diagonal metric tensor of the tangent bundle spacetime, a Minkowski or flat spacetime. The gamma and spin connections are related by the tetrad postulate:

\[ D_\mu q_\nu^a = \partial_\mu q_\nu^a + \omega_\mu^a b q_\nu^b - \Gamma^a_{\mu\nu} q_\lambda^a = 0. \quad (27.54) \]

The torsion and curvature (or Riemann) tensors are defined by the Maurer-Cartan structure relations of differential geometry. The torsion tensor is the covariant derivative of the tetrad and is:

\[ T^\lambda_{\mu\nu} = q_\lambda^a T^a_{\mu\nu} = \Gamma^\lambda_{\mu\nu} - \Gamma^\lambda_{\nu\mu}. \quad (27.55) \]

It therefore vanishes for the Christoffel connection of Einstein’s gravitational theory:

\[ \Gamma^\lambda_{\mu\nu} = \Gamma^\lambda_{\nu\mu}. \quad (27.56) \]

The curvature tensor is the covariant derivative of the spin connection and is:

\[ R^\sigma_{\lambda\nu\mu} = q_\sigma^a q_\lambda^b R^a_{\nu\mu}. \quad (27.57) \]

It follows that:

\[ R^a_{\nu\mu} = \partial_\nu \omega_\mu^a - \partial_\mu \omega_\nu^a + \omega_\mu^c \omega_\nu^b - \omega_\nu^c \omega_\mu^b \quad (27.58) \]

and

\[ R^\sigma_{\lambda\nu\mu} = \partial_\nu \Gamma^\sigma_{\mu\lambda} - \partial_\mu \Gamma^\sigma_{\nu\lambda} + \Gamma^\sigma_{\nu\rho} \Gamma^\rho_{\mu\lambda} - \Gamma^\sigma_{\mu\rho} \Gamma^\rho_{\nu\lambda}. \quad (27.59) \]

The Evans spacetime is therefore completely defined by the structure relations. The homogeneous field equation is the first Bianchi identity of differential geometry within the C negative factor \( A^{(0)} \). The second Bianchi identity leads to the Noether Theorem of Evans field theory, and states that the covariant derivative of the curvature tensor vanishes identically.

Note that Eq.(27.39) is equivalent to the use of Riemann normal coordinates and a locally flat spacetime, because it is an equation in ordinary derivatives, not covariant derivatives. In general, \(|g|\), the modulus of the determinant of the metric, in Eq.(27.49) is a function of \( x^\mu \), but at a point \( p \) in
the Evans spacetime or manifold M it is always possible to define the Riemann normal coordinate system so the metric is in canonical form, and:

$$\partial_\mu g = 0. \quad (27.60)$$

This defines the locally flat spacetime. Note carefully that the general homogeneous equation (27.37) cannot be expressed as a Hodge dual equation of type (27.39), so the appropriate equation for numerical solution must always be Eq.(27.37). Eq.(27.39) is mentioned only because of the traditional method of expressing the homogeneous Maxwell-Heaviside equation of Minkowski spacetime (HME) as the Hodge dual equation. The correct form of the HME is the following Bianchi identity of Minkowski spacetime:

$$\partial_\lambda F_{\mu\nu} + \partial_\mu F_{\nu\lambda} + \partial_\nu F_{\lambda\mu} = 0 \quad (27.61)$$

a spacetime in which the Hodge dual is definable as:

$$\bar{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}. \quad (27.62)$$

It may then be proven that Eq.(27.61) is the same equation as:

$$\partial_\mu \bar{F}^{\mu\nu} = 0. \quad (27.63)$$

The proof is as follows. From Eq.(27.63):

$$\partial_\lambda \bar{F}^{\lambda\rho} + \partial_\mu \bar{F}^{\mu\rho} + \partial_\nu \bar{F}^{\nu\rho} = 0 \quad (27.64)$$

and using Eq.(27.62):

$$\frac{1}{2} \left( \partial_\lambda \left( \epsilon^{\mu\rho\lambda\nu} F_{\mu\nu} \right) + \partial_\mu \left( \epsilon^{\mu\rho\nu\lambda} F_{\nu\lambda} \right) + \partial_\nu \left( \epsilon^{\mu\rho\lambda\mu} F_{\lambda\mu} \right) \right) = 0. \quad (27.65)$$

Using the Leibniz Theorem and the constancy of $\epsilon^{\mu\nu\rho\sigma}$ in Minkowski spacetime, Eq.(27.65) becomes:

$$\epsilon^{\lambda\mu\nu} \partial_\lambda F_{\mu\nu} + \epsilon^{\mu\rho\nu\lambda} \partial_\mu F_{\nu\lambda} + \epsilon^{\nu\rho\lambda\mu} \partial_\nu F_{\lambda\mu} = 0. \quad (27.66)$$

We may add individual indices of Eq.(27.66), to give, for example:

$$\epsilon^{123\cdot} \partial_1 F_{23} + \epsilon^{231\cdot} \partial_2 F_{31} + \epsilon^{312\cdot} \partial_3 F_{12} + \cdots = 0 \quad (27.67)$$

which is

$$\partial_1 F_{23} + \partial_2 F_{31} + \partial_3 F_{12} + \cdots = 0 \quad (27.68)$$

upon using:

$$\epsilon^{1023} = \epsilon^{2031} = \epsilon^{3012} = -1. \quad (27.69)$$

Proceeding in this way we see that Eq.(27.61) is the same as Eq.(27.63). Note carefully that this proof is not true in general for Evans spacetime, because in that spacetime we obtain results such as:
\[ \partial^\mu \tilde{F}^a_{\mu \sigma} = \frac{1}{2} \partial^\mu \left( \epsilon^{\nu \rho \mu \sigma} F^a_{\nu \rho} \right) = \frac{1}{2} \left( \epsilon^{\nu \rho \mu \sigma} \partial^\mu F^a_{\nu \rho} + \left( \partial^\mu \epsilon^{\nu \rho \mu \sigma} \right) F^a_{\nu \rho} \right) \] (27.70)

and since depends on, one obtains:

\[ \partial^\mu \epsilon^{\nu \rho \mu \sigma} \neq 0 \] (27.71)

and there is an extra term which does not appear in Eq.(27.63) of Minkowski spacetime. Only in the special case of Eq.(27.62) do we obtain:

\[ \partial^\mu \epsilon^{\nu \rho \mu \sigma} = 0. \] (27.72)

Therefore in general, the homogeneous Evans equation (27.37) must be solved simultaneously with the inhomogeneous Evans equation. The latter is an expression for the covariant exterior derivative of the Hodge dual of \( F^a_{\mu \nu} \). In the minimalist or barebones notation of differential geometry this expression is:

\[ d \wedge \tilde{F} = \tilde{R} \wedge A - \omega \wedge \tilde{F} = \mu_0 J \] (27.73)

where \( \tilde{R} \) denotes the Hodge dual of the curvature form. Eq.(27.73) is the objective or generally covariant expression in unified field theory of the inhomogeneous Maxwell-Heaviside equation (IMH) of special relativity:

\[ d \wedge \tilde{F} = \mu_0 J. \] (27.74)

It is seen by comparison of Eqs.(27.73) and (27.74) that in the unified field theory \( d \wedge \) has been replaced by \( D \wedge \) as required. Since both \( F \) and \( R \) in Eq.(27.38) are two-forms it follows by symmetry that if one takes the Hodge dual of \( F \) on the left hand side, one must take the Hodge dual of \( R \) on the right hand side. The reason is that the Hodge dual of any two-form in Evans spacetime is always another two-form. It is convenient to rewrite Eq.(27.73) as:

\[ D \wedge \tilde{F} = \tilde{R} \wedge A \] (27.75)

and in analogy with Eq.(27.37), the tensorial expression for Eq.(27.73) is:

\[ \partial_\mu \tilde{F}^a_{\nu \rho} + \partial_\nu \tilde{F}^a_{\rho \mu} + \partial_\rho \tilde{F}^a_{\mu \nu} = \tilde{R}^a_{b \mu \nu} A^b_\rho + \tilde{R}^a_{b \rho \mu} A^b_\nu + \tilde{R}^a_{b \rho \mu} A^b_\nu - \omega^a_{b \rho \mu} \tilde{F}^b_{\nu \rho} - \omega^a_{b \mu \nu} \tilde{F}^b_{\rho \nu}. \] (27.76)

Therefore the general computational task is to solve Eqs.(27.37) and (27.76) simultaneously for given initial and boundary conditions. In the last analysis this is a problem in simultaneous partial differential equations. We may now define the inhomogeneous current

\[ J_{\mu \nu \rho} = \frac{1}{\mu_a} \left( \tilde{R}^a_{b \mu \nu} A^b_\rho - \omega^a_{\mu b} \tilde{F}^b_{\nu \rho} \right) \] (27.77)
and we may note that $J_{\mu\nu\rho}$ is in general much larger than the homogeneous current $j_{\mu\nu\rho}$. Therefore $J_{\mu\nu\rho}$ is of great practical importance for the acquisition of electric power from Evans spacetime and for counter gravitational technology in the aerospace industry.

Finally a convenient form of the inhomogeneous field equation may be obtained from the following considerations. We first construct the following Hodge dual:

$$\tilde{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}$$

(27.78)

in the MH limit:

$$d \wedge F = 0$$

(27.79)

$$d \wedge \tilde{F} = \mu_0 J$$

(27.80)

and note that:

$$\left(d \wedge \tilde{F}\right)^{\mu\nu} \neq \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} (d \wedge F)_{\rho\sigma}.$$  

(27.81)

In convenient shorthand notation this result may be written as:

$$d \wedge \tilde{F} \neq \frac{1}{2} \epsilon^\prime d \wedge F$$

(27.82)

a result which becomes:

$$d \wedge \tilde{F} \neq \frac{1}{2} |g|^{\frac{1}{2}} \epsilon^\prime d \wedge F$$

(27.83)

in Evans spacetime. This is a key result because it shows that $J^a$ is not zero if $j^a$ is zero or almost zero, and it is $J^a$ that is the important current term for the acquisition of electric power from Evans spacetime.

For the purposes of computation a systematic method of constructing the inhomogeneous Evans field equation (IE) is needed, where every term needed for coding is defined precisely. In order to do this begin with the fundamental definitions of differential geometry, the two Maurer-Cartan structure equations:

$$T^a = D \wedge q^a$$

(27.84)

$$R^a_b = D \wedge \omega^a_b$$

(27.85)

and the two Bianchi identities:

$$D \wedge T^a = R^a_b \wedge q^b$$

(27.86)

$$D \wedge R^a_b = 0.$$  

(27.87)

In order to correctly construct the Hodge duals of $T^a$ and $R^a_b$ appearing in the IE the determinant of the metric must be defined correctly in each case.
In order to proceed consider the limit of the Evans unified field theory that gives Einstein’s field theory of gravitation uninfluenced by electromagnetism. In the Einstein limit the metric tensor is symmetric and is defined by the inner or dot product of two tetrads:

\[ g_{\mu\nu}^{(S)} = q_{\mu}^{a} (S) q_{\nu}^{b} (S) \eta_{ab}. \]  

(27.88)

The differential geometry appropriate to the Einstein theory is then:

\[ T^{\alpha(S)} = 0 \]  

(27.89)

\[ d \wedge q^{\alpha(S)} = - \omega^{a}_{b} (S) \wedge q^{b(S)} , \]  

(27.90)

\[ R^{a}_{b} (S) \wedge q^{b(S)} = 0. \]  

(27.91)

The determinant of the metric is defined in this limit by:

\[ g^{(S)} = |g_{\mu\nu}^{(S)}| \]  

(27.92)

and so the Hodge dual of the Riemann form is defined in Einstein’s theory of gravitation by:

\[ \tilde{R}^{a}_{b} (S) = \frac{1}{2} |g_{\mu\nu}^{(S)}|^{\frac{1}{2}} \epsilon^{\prime} R^{a}_{b} (S) . \]  

(27.93)

Consider next the limit of the Evans field theory that gives the free electromagnetic field when there is no field matter interaction, matter being defined by the presence of non-zero mass. The differential geometry that defines this limit is:

\[ T^{a(A)} = D \wedge q^{a(A)} , \]  

(27.94)

\[ R^{a}_{b} (A) = D \wedge \omega^{a}_{b} (A) , \]  

(27.95)

\[ g^{c}_{\mu\nu} (A) = q^{a}_{\mu} (A) \wedge q^{b}_{\nu} (A) , \]  

(27.96)

and the determinant of the metric is:

\[ g^{(A)} = |g^{c}_{\mu\nu} (A)|. \]  

(27.97)

The Hodge duals of the torsion and Riemann forms for the free electromagnetic field are therefore:

\[ \tilde{T}^{a(A)} = \frac{1}{2} |g^{(A)}|^{\frac{1}{2}} \epsilon^{\prime} T^{a(A)} , \]  

(27.98)

\[ \tilde{R}^{a}_{b} (A) = \frac{1}{2} |g^{(A)}|^{\frac{1}{2}} \epsilon^{\prime} R^{a}_{b} (A) . \]  

(27.99)

Thirdly, when, the electromagnetic field interacts with matter, as in the IE, the appropriate differential geometry is:
\[ T^a = D \wedge q^a, \quad (27.100) \]
\[ R^a_b = D \wedge \omega^a_b, \quad (27.101) \]
\[ g^{ab}_{\mu\nu} = q^a_{\mu} q^b_{\nu}, \quad (27.102) \]

and the determinant of the metric tensor is now:
\[ g = |g^{ab}_{\mu\nu}|. \quad (27.103) \]

The metric tensor itself is the sum of symmetric and anti-symmetric component metric tensors:
\[ g^a_{\mu} q^b_{\nu} = \frac{1}{2} \left( (q^a_{\mu} q^b_{\nu})^{(S)} + (q^a_{\mu} q^b_{\nu})^{(A)} \right). \quad (27.104) \]

The Hodge dual of the Riemann form in the IE is therefore:
\[ \tilde{R}^a_b = \frac{1}{2} |g^{1/2} \epsilon^\prime R^a_b, \quad (27.105) \]
because in general both the symmetric and antisymmetric metrics contribute to the Riemann tensor or Riemann form when there is field matter interaction.

However, the Hodge dual of the torsion form in the IE is:
\[ \tilde{T}^a = \frac{1}{2} |g^{1/2} \epsilon^\prime T^a, \quad (27.106) \]
because only the antisymmetric metric contributes to the torsion tensor or torsion form from Eq.(27.94).

Therefore the computational algorithm is fully defined, and the computational task in general is to solve the HE and IE SIMULTANEOUSLY for given initial and boundary conditions. The HE and IE contain more information than the equivalents in Maxwell-Heaviside field theory, and the engineering task is to CAD/CAM a circuit taking electric power from Evans spacetime, defined by the general four dimensional manifold in which the Riemann and torsion tensors are both non-zero. In the Minkowski spacetime of Maxwell-Heaviside field theory both tensors are zero. We must use the computer to define this extra source of power and to optimize circuits which utilize this extra source of power in practical devices.
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A.1 Evans Unified Field Theory

Fig. A.1. Evans Unified Field Theory
A.2 Evans Unified Field Theory

Fig. A.2. Evans Unified Field Theory  ©2004 by Myron Evans
A.3 Evans Unified Field Theory

$R q^\mu \mu = -k T q^\mu \mu$

Evans Field Equation

$R = R_{\text{grav.}} + R_{e/m} + \cdots + R_{\text{hybrid}}$

All Forms of Curvature Are Interconvertible

$T = T_{\text{grav.}} + T_{e/m} + \cdots + T_{\text{hybrid}}$

All Forms of Energy-Momentum Are Interconvertible.

$(T = \text{Stress Energy})$

$\frac{R}{4} = \frac{R}{2} = \frac{k T}{4}$

$G^a_\mu q^\mu_a = k T^a_\mu q^\mu_a$

Electromagnetic Gauge Field Equation

$G^a_\mu = k T^a_\mu$

Evans Field Equation

$G^a_\mu \wedge q^b_\nu = k T^a_\mu \wedge q^b_\nu$

Wedge Product

$G^a_\mu \cdot \eta_{ab} = k T^a_\mu \cdot q^b_\nu \eta_{ab}$

Dot Product

$G_{\mu \nu} = k T_{\mu \nu}$

Einstein Field Equations

$G_{\mu \nu} = k T_{\mu \nu}$

Asymmetric

$G_{\mu \nu} = k T_{\mu \nu}$

Symmetric
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Fig. A.3. Evans Unified Field Theory
### TABLE: FIELD THEORIES OF GENERAL RELATIVITY

<table>
<thead>
<tr>
<th>ORIGIN</th>
<th>TYPE</th>
<th>POTENTIAL FIELD</th>
<th>GAUGE FIELD</th>
<th>FIELD EQUATION (CLASSICAL MECHANICS)</th>
<th>WAVE EQUATION (QUANTUM MECHANICS)</th>
<th>CONTRACTED ENERGY / MOMENTUM</th>
<th>SCALAR CURVATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Einstein / Hilbert (1915)</td>
<td>Central Gravitational</td>
<td>$q_{\mu}^a (S)$</td>
<td>$R_{\mu}^{a(S)} (A)$</td>
<td>$R_{\mu}^{a(S)} - \frac{R}{2} q_{\mu}^{a(S)} = k T_{\mu}^{a(S)}$</td>
<td>$(\Box + kT)q_{\mu}^{a(S)} = 0$</td>
<td>$T_{grav}$ (gravitation)</td>
<td>$R_{grav}$ (gravitation)</td>
</tr>
<tr>
<td>Evans (2003)</td>
<td>Unified</td>
<td>$q_{\mu}^a$</td>
<td>$R_{\mu}^{a}$</td>
<td>$R_{\mu}^{a} - \frac{R}{2} q_{\mu}^{a} = k T_{\mu}^{a}$</td>
<td>$(\Box + kT)q_{\mu}^{a} = 0$</td>
<td>$T_{unified}$ (hybrid energy)</td>
<td>$R_{unified}$ (hybrid energy)</td>
</tr>
<tr>
<td>Evans (2004)</td>
<td>Dark Matter</td>
<td>$q_{\mu}^{a(A)}$</td>
<td>$\tau_{\mu}^c$</td>
<td>$R_{\mu}^{a(A)} - \frac{R}{2} q_{\mu}^{a(A)} = k T_{\mu}^{a(A)}$</td>
<td>$(\Box + kT)q_{\mu}^{a(A)} = 0$</td>
<td>$T_{dark}$ (dark energy)</td>
<td>$R_{dark}$ (dark energy)</td>
</tr>
<tr>
<td>Evans (2003) Evans (2004)</td>
<td>Electro-dynamics</td>
<td>$A_{\mu}^{a(A)} = A^{(0)} q_{\mu}^a (A)$</td>
<td>$A^{(0)} \tau_{\mu}^c$</td>
<td>$G_{\mu}^{a(A)} = A^{(0)} k T_{\mu}^{a(A)}$</td>
<td>$(\Box + kT)A_{\mu}^{a(A)} = 0$</td>
<td>$T_{e/m}$ (electro-dynamic)</td>
<td>$R_{e/m}$ (electro-dynamic)</td>
</tr>
<tr>
<td>Evans (2003) Evans (2004)</td>
<td>Electro-statics</td>
<td>$A_{\mu}^{a(S)} = A^{(0)} q_{\mu}^s (S)$</td>
<td>$A^{(0)} R_{\mu}^{a(S)} (A)$</td>
<td>$G_{\mu}^{a(S)} = A^{(0)} k T_{\mu}^{a(S)}$</td>
<td>$(\Box + kT)A_{\mu}^{a(S)} = 0$</td>
<td>$T_{E/S}$ (electro-static)</td>
<td>$R_{E/S}$ (electro-static)</td>
</tr>
</tbody>
</table>

1) Duality: $\epsilon^c = g^{ab}_{\mu} R_{\mu}^{a(A)}$

2) Basic Matrix property: $q_{\mu}^a = q_{\mu}^{a(S)} + q_{\mu}^{a(A)}$
A.5 Development of Maxwell-Heaviside Field Theory Into Generally Covariant Electrodynamics

**FORMS**

\[ F = d \wedge A \]
\[ d \wedge F =: 0 \]
\[ d \wedge \bar{F} = \mu_0 J \]

\[ T^a = D \wedge q^a \]
\[ D \wedge R^a_b := 0 \]
\[ D \wedge T^a := R^a_b \wedge q^b \]

\[ A^a = A^{(0)} q^a \]

**TENSORS**

\[ F^\mu\nu = \partial^\mu A^\nu - \partial^\nu A^\mu \]
\[ \partial_\mu F^{\mu\nu} := 0 \]
\[ \partial_\mu F^{\mu\nu} = \mu_0 j^\nu \]

**VECTORS**

\[ \nabla \cdot B := 0 \]
\[ \nabla \times E + \frac{\partial B}{\partial t} := 0 \]
\[ \nabla \cdot D := \rho \]
\[ \nabla \times H = J + \frac{\partial D}{\partial t} \]

**Electromagnetic Sector Of The Evans Field Theory**
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**Fig. A.5.** MH Theory into Generally Covariant Electrodynamics
A.6 Evans Unified Field Theory

\[ d \wedge F^a := 0 \]
\[ a = (1), (2), (3) \]

Evans Unified Field Theory

\[ d \wedge F^a := \mu_0 j^a \]
\[ a = (1), (2), (3) \]

Evans Field Equation

\[ Rq^a_{\mu} = -kTq^a_{\mu} \]

New Aerospace Industry

\[ R_{\rho\sigma\mu
\nu} + R_{\rho\mu\sigma} + R_{\rho\sigma\mu} = 0 \]

First Bianchi Identity of Riemann Geometry and Einstein’s Theory of Gravitation

Einstein Field Equations

\[ G^{\mu\nu} = kT^{\mu\nu} \]

Fr. A.6. Evans Unified Field Theory
Standard Tensor Formulation of the Inhomogeneous and Homogeneous Maxwell-Heaviside Field Equations

B.1 Inhomogeneous Field Equation

\[ \partial_\mu F^{\mu\nu} = \mu_0 c J^\nu \]  

(B.1)

where

\[ F^{\mu\nu} = \begin{bmatrix} 0 & -E^1 & -E^2 & -E^3 \\ E^1 & 0 & -cB^3 & cB^2 \\ E^2 & cB^3 & 0 & -cB^1 \\ E^3 & -cB^2 & cB^1 & 0 \end{bmatrix}. \]  

(B.2)

B.1.1 Coulomb’s Law (\( \nu = 0 \))

\[ \partial_1 F^{10} + \partial_2 F^{20} + \partial_3 F^{30} = \mu_0 c J^0. \]  

(B.3)

B.1.2 Ampère-Maxwell Law (\( \nu = 1, 2, 3 \))

\[ \partial_0 F^{01} + \partial_2 F^{21} + \partial_3 F^{31} = \mu_0 c J^1 \]  

(B.4)

\[ \partial_0 F^{02} + \partial_1 F^{12} + \partial_3 F^{32} = \mu_0 c J^2 \]  

(B.5)

\[ \partial_0 F^{03} + \partial_1 F^{13} + \partial_2 F^{23} = \mu_0 c J^3. \]  

(B.6)

B.1.3 Coulomb Law

From eqn.(B.3)

\[ \nabla \cdot \mathbf{E} = \mu_0 c J^0 = \mu_0 c^2 \rho = \frac{\rho}{\epsilon_0} \]  

(B.7)

where

\[ J^\mu = (c\rho, \mathbf{J}) \]  

(B.8)

\[ \mu_0 \epsilon_0 = \frac{1}{c^2}. \]  

(B.9)
B.1.4 Ampère-Maxwell Law

\[
- \partial_0 E^1 + c(\partial_2 B^3 - \partial_3 B^2) = \mu_0 c J^1 \\
- \partial_0 E^2 - c(\partial_1 B^3 - \partial_3 B^1) = \mu_0 c J^2 \\
- \partial_0 E^3 + c(\partial_1 B^2 - \partial_2 B^1) = \mu_0 c J^3
\] (B.10)

\[
- \partial_0 E^2 - c(\partial_1 B^3 - \partial_3 B^1) = \mu_0 c J^2 \\
- \partial_0 E^3 + c(\partial_1 B^2 - \partial_2 B^1) = \mu_0 c J^3
\] (B.11)

\[
- \partial_0 E^3 + c(\partial_1 B^2 - \partial_2 B^1) = \mu_0 c J^3
\] (B.12)

e.g. from eqn.(B.12)

\[
- \frac{1}{e^2} \frac{\partial E_z}{\partial t} + \frac{\partial B_y}{\partial x} - \frac{\partial B_x}{\partial y} = \mu_0 J_z.
\] (B.13)

Therefore

\[
\nabla \times \mathbf{B} = \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} + \mu_0 \mathbf{J}.
\] (B.14)

This is the Ampère-Maxwell Law.

B.2 Homogeneous Field Equation

The dual tensor is

\[
\tilde{F}^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\rho \sigma}
\] (B.15)

where

\[
F^{\mu \nu} = g^{\mu \rho} g^{\nu \sigma} F_{\rho \sigma}
\] (B.16)

\[
g^{\mu \nu} = g_{\mu \nu} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}.
\] (B.17)

Therefore, for example

\[
F^{23} = g^{22} g^{33} F_{23} = F_{23},
\] (B.18)

\[
F^{23} = -B^1
\] (B.19)

\[
F_{23} = B_1
\] (B.20)

\[
B^1 = -B_1.
\] (B.21)

So

\[
\tilde{F}^{01} = \epsilon^{0123} F_{23} = \epsilon^{0123} F^{23} = c B_1 = -c B^1
\] (B.22)

\[
\tilde{F}^{12} = \epsilon^{1230} F_{30} = \epsilon^{1230} F^{30} = E^3
\] (B.23)

and so on.

In eqn.(B.23) we have used
\[ \varepsilon^{1230} = -\varepsilon^{1203} = \varepsilon^{1023} = -\varepsilon^{0123} = -1 \]  
\[ F^{30} = g^{33} g^{00} F_{30} = -F_{30}. \]

The homogeneous Maxwell-Heaviside field equation is therefore

\[ \partial_\mu \tilde{F}^{\mu\nu} = 0 \]  
\[ \tilde{F}^{\mu\nu} = \begin{bmatrix} 0 & -cB^1 & -cB^2 & -cB^3 \\
 cB^1 & 0 & E^3 & -E^2 \\
 cB^2 & -E^3 & 0 & E^1 \\
 cB^3 & E^2 & -E^1 & 0 \end{bmatrix}. \]

**B.2.1 The Gauss Law (\( \nu = 0 \))**

\[ \partial_1 \tilde{F}^{10} + \partial_2 \tilde{F}^{20} + \partial_3 \tilde{F}^{30} = 0. \]  
Therefore

\[ \nabla \cdot B = 0. \]

**B.2.2 The Faraday Law of Induction (\( \nu = 1, 2, 3 \))**

\[ \partial_0 \tilde{F}^{01} + \partial_2 \tilde{F}^{21} + \partial_3 \tilde{F}^{31} = 0 \]  
\[ \partial_0 \tilde{F}^{02} + \partial_1 \tilde{F}^{12} + \partial_3 \tilde{F}^{32} = 0 \]  
\[ \partial_0 \tilde{F}^{03} + \partial_1 \tilde{F}^{13} + \partial_2 \tilde{F}^{23} = 0. \]

From eqns (B.30) to (B.32)

\[ \frac{\partial B}{\partial t} + \nabla \times E = 0. \]

**B.3 Overall Result**

<table>
<thead>
<tr>
<th>( \partial_\mu \tilde{F}^{\mu\nu} = 0 )</th>
<th>( \partial_\mu F^{\mu\nu} = \mu_0 c J^\nu )</th>
</tr>
</thead>
</table>

\[ \nabla \cdot B = 0 \]
| \( \frac{\partial B}{\partial t} + \nabla \times E = 0 \) |
\[ \nabla \cdot E = \frac{\rho}{\varepsilon_0} \]
| \( \nabla \times B = \frac{1}{c^2} \frac{\partial E}{\partial t} + \mu_0 J \) |

\[ d \wedge F = 0 \]
| \( d \wedge \tilde{F} = \mu_0 c J \) |
B.3.1 Differential Form Notation

\[ d \wedge F = 0 \] (B.34)
\[ d \wedge \tilde{F} = \mu_0 c J \] (B.35)

\( F \) = field two-form, \( \tilde{F} \) = dual of \( F \), \( J \) = charge-current density three-form.

B.3.2 Evans Unified Field Theory

\[
\begin{align*}
  d \wedge F^a &= \mu_0 j^a \\
  d \wedge \tilde{F}^a &= \mu_0 J^a
\end{align*}
\] (B.36)

where

\[
\begin{align*}
  j^a &= \frac{A^{(0)}}{\mu_0} (R^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge T^b) \sim 0 \\
  J^a &= \frac{A^{(0)}}{\mu_0} (\tilde{R}^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge \tilde{T}^b) > 0.
\end{align*}
\] (B.37)

B.4 Units and Constants

\[
\begin{align*}
  \epsilon_0 &= 8.854188 \times 10^{-12} J^{-1} C^2 m^{-1} \\
  \mu_0 &= 4\pi \times 10^{-7} Js^2 C^{-2} m^{-1} \\
  E &= V m^{-1} = JC^{-1} m^{-1} \\
  \rho &= C m^{-3} \\
  B &= T = Wbm^{-2} = Vsm^{-2} = JsC^{-1} m^{-2} \\
  J &= Cs^{-1} m^{-2}
\end{align*}
\]

These are the S.I. system of units

B.5 Notes

If we include polarization and magnetization then

\[
\begin{align*}
  \mathbf{D} &= \epsilon_0 \mathbf{E} + \mathbf{P} \\
  \mathbf{B} &= \mu_0 (\mathbf{H} + \mathbf{M})
\end{align*}
\]
and
\[ \nabla \cdot D = \rho \]
\[ \nabla \times H = J + \frac{\partial D}{\partial t} \]

\( D = Cm^{-2} = \) electric displacement
\( H = Am^{-1} = \) magnetic field strength
The Complex Circular Basis

The complex circular basis is well known, and is an O(3) symmetry basis for 3-D Euclidean space. First consider the Cartesian basis:

\[ i \times j = k \] (C.1)

\[ k \times i = j \] (C.2)

\[ j \times k = i. \] (C.3)

It can be seen that this has a cyclic symmetry.

Now define the complex circular basis using the following unit vectors:

\[ e^{(1)} = \frac{1}{\sqrt{2}} (i - ij) \] (C.4)

\[ e^{(2)} = \frac{1}{\sqrt{2}} (i + ij) \] (C.5)

\[ e^{(3)} = k. \] (C.6)

It can be seen that:

\[ e^{(1)} = e^{(2)*} \] (C.7)

where * denotes complex conjugation.

Next form the vector cross product of \( e^{(1)} \) and \( e^{(2)} \) as follows:

\[ e^{(1)} \times e^{(2)} = \frac{1}{2} \begin{vmatrix} i & j & k \\ 1 & -i & 0 \\ 1 & i & 0 \end{vmatrix} = i k. \] (C.8)

Therefore:

\[ e^{(1)} \times e^{(2)} = i e^{(3)}. \] (C.9)

It is convenient to write this as:
\[
e^{(1)} \times e^{(2)} = ie^{(3)*}. \tag{C.10}
\]

Now form the vector cross product of \(e^{(2)}\) and \(e^{(3)}\):
\[
e^{(2)} \times e^{(3)} = \frac{1}{\sqrt{2}} \begin{vmatrix} i & j & k \\ 1 & i & 0 \\ 0 & 0 & 1 \end{vmatrix} = \frac{i}{\sqrt{2}} (i + ij) \tag{C.11}
\]
\[
= ie^{(1)*}.
\]

Finally form the vector cross product of \(e^{(3)}\) and \(e^{(1)}\):
\[
e^{(3)} \times e^{(1)} = \frac{1}{\sqrt{2}} \begin{vmatrix} i & j & k \\ 0 & 0 & 1 \\ 1 & -i & 0 \end{vmatrix} = \frac{i}{\sqrt{2}} (i - ij) \tag{C.12}
\]
\[
= ie^{(2)*}.
\]

We therefore obtain the result that:
\[
\begin{align*}
e^{(1)} \times e^{(2)} &= ie^{(3)*} \tag{C.13} \\
e^{(2)} \times e^{(3)} &= ie^{(1)*} \tag{C.14} \\
e^{(3)} \times e^{(1)} &= ie^{(2)*} \tag{C.15}
\end{align*}
\]

Eqn.\((C.13)\) to \((C.15)\) are those of the complex circular basis. This has the same type of O(3) symmetry as the Cartesian basis \(i, j, k\) of eqn. \((C.1)\) to \((C.3)\).

\[\square\]

\[\text{C.1 O(3) Electrodynamics}\]

The transverse plane waves of the radiated magnetic field are defined as follows:
\[
\begin{align*}
B^{(1)} &= B^{(0)} e^{(1)} e^{i\phi} \tag{C.16} \\
B^{(2)} &= B^{(0)} e^{(2)} e^{-i\phi}. \tag{C.17}
\end{align*}
\]

The Evans spin field is:
The B Cyclic Theorem is therefore:

\[
B^{(3)} = B^{(0)} e^{(3)}. \quad (C.18)
\]

Here \( \phi \) is the phase of the wave. Multiply both sides of eqn. (C.13) to (C.15) by \( B^{(0)^2} \) to give eqns. (C.19) - (C.21).

**C.2 Notes and References**

- The complex circular basis is well known and is described for example in B.L. Silver, “Irreducible Tensorial Sets” (Academic, New York, 1976)
- The complex circular basis becomes the B Cyclic theorem through equations (C.16) to (C.18), and so the complex circular basis describes circular polarization, as is well known.
- For considerable development of these notes see: M.W. Evans, J.-P. Vigier et al., "The Enigmatic Photon" (Kluwer, Dordrecht, 1994-2002, hardback and softback)
The AntiSymmetric Metric

It is well known in differential geometry that the tetrad is defined by:

\[ V^a = q^a_\mu V^\mu \]  \hspace{1cm} (D.1)

Here \( V^a \) is a four-vector defined in the Minkowski spacetime of the tangent bundle at point \( P \) to the base manifold. The latter is the general 4-D spacetime in which the vector is defined by \( V^\mu \).

The metric tensor used by Einstein in his field theory of gravitation (1915) is (Carroll):

\[ g_{\mu\nu}(S) = q^a_\mu q^b_\nu \eta_{ab}. \]  \hspace{1cm} (D.2)

In eqn. (D.2) \( \eta_{ab} \) is the metric of the tangent bundle. Eqn. (D.2) defines a symmetric metric \( g_{\mu\nu}(S) \), through an inner or dot product of two tetrads.

It is seen in eqn. (D.1) that there is summation over repeated indices. This is the Einstein convention. One index \( \mu \) is a subscript (covariant) on the right hand side of eqn. (D.1).

Thus, written out in full eqn. (D.1) is:

\[ V^a = q^a_0 V^0 + q^a_1 V^1 + q^a_2 V^2 + q^a_3 V^3. \]  \hspace{1cm} (D.3)

Similarly, eqn. (D.2) is:

\[ g_{\mu\nu}(S) = q^0_\mu q^0_\nu \eta_{00} + \cdots + q^3_\mu q^3_\nu \eta_{33}. \]  \hspace{1cm} (D.4)

In eqn. (D.4) it is seen that all possible combinations of \( a, b \) are summed. Another example is given by Einstein in his famous book "The Meaning of Relativity" (Princeton, 1921-1954):

\[ g_{\mu\nu}(S) g^{\mu\nu(S)} = 4. \]  \hspace{1cm} (D.5)
It is seen that the double summation over $\mu$ and $\nu$ in eqn. (D.5) produces a scalar (the number 4). In differential geometry a scalar is a zero-form.

It is seen from the basic and well known definition (D.2) that is possible to define the wedge product of two tetrads:

$$ q_{\mu\nu}^c = q_a^\mu \wedge q_b^\nu. \quad (D.6) $$

The wedge product is a generalization to any dimension of the vector cross product in 3-D. In eqn. (D.6) $q_{\mu\nu}^c$ is a two-form of differential geometry, i.e. a tensor antisymmetric in $\mu$ and $\nu$. It is a vector-valued two-form due to the presence of the index $c$. This is the antisymmetric metric:

$$ q_{\mu\nu}^c = q_{\mu\nu}. \quad (D.7) $$

The antisymmetric metric is part of the more general tensor metric formed by the outer product of two tetrads:

$$ q_{\mu\nu}^{ab} = q_a^\mu q_b^\nu. \quad (D.8) $$

It is seen that the indices $\mu$ and $\nu$ are always the same on both sides, so can be left out for clarity of presentation (see Carroll). Thus we obtain:

$$ q^{ab} = q^a q^b \quad (D.9) $$

$$ g^{(A)} = q^a \wedge q^b \quad (D.10) $$

$$ g^{(S)} = q^a q^b \eta_{ab} \quad (D.11) $$

This notation shows clearly that $q^{ab}$ is a tensor; $g^{(A)}$ is a vector; $g^{(S)}$ is a scalar. It is well known that any tensor is the sum of a symmetric and antisymmetric component:

$$ q^{ab} = q^{ab(S)} + q^{ab(A)}. \quad (D.12) $$

Furthermore, $q^{ab(S)}$ is the sum of an off-diagonal symmetric tensor and a diagonal tensor. The sum of the elements of the diagonal tensor is known as the trace.

Thus, $g^{(A)}$ is the antisymmetric part of $q^{ab}$:

$$ g^{(A)} = \frac{1}{2} \epsilon_{abc} q^{ab(A)}. \quad (D.13) $$

In eqn. (D.11):

$$ \eta_{ab} = \begin{vmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{vmatrix} \quad (D.14) $$
thus:
\[
g^{(S)} = q^0 q^0 \eta_{00} + q^1 q^1 \eta_{11} + q^2 q^2 \eta_{22} + q^3 q^3 \eta_{33}
\]
\[
= q^0 q^0 - q^1 q^1 - q^2 q^2 - q^3 q^3
\]
(D.15)

and so:
\[
g^{(S)} = \text{Trace} q^{ab}.
\]
(D.16)

From eqn. (D.9), (D.13) and (D.16) it is seen that the existence of the anti-symmetric metric is implied by the existence of the symmetric metric.

\[\square\]

In the notation of eqn. (2.33) of Evans, Chapter 2:
\[
\omega_2 = -\frac{1}{2} q^{\mu\nu(A)} du_\mu \wedge du_\nu
\]
(D.17)

From the definition of the wedge product, eqn. (D.6), eqn. (D.17) is:
\[
\omega_2 = -\frac{1}{2} q^{\mu\nu(A)} q^{(A)}_{\mu\nu},
\]
(D.18)

and by comparison with Einstein’s eqn. (D.5), it is seen that \(\omega_2\) is a scalar.
\[\square\]
Tensorial Structure of the Inhomogeneous Field Equations (IE)

E.1 Introduction (HE & IE)

The tensorial structure of the IE is derived from the Bianchi identity of differential geometry

\[ D \wedge T^a = R^a_{\ b} \wedge q^b \]  \hspace{1cm} (E.1)

i.e.

\[ d \wedge T^a = R^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge T^b \]  \hspace{1cm} (E.2)

or

\[ d \wedge T^a = -q^b \wedge R^a_{\ b} - \omega^a_{\ b} \wedge T^b \]  \hspace{1cm} (E.3)

Restoring the indices of the base manifold in eqn. (E.3)

\[ d \wedge T^a_{\ \mu\nu} = - \left( q^b \wedge R^a_{\ b\mu\nu} + \omega^a_{\ b} \wedge T^b_{\ \mu\nu} \right) \]  \hspace{1cm} (E.4)

Eqn. (E.4) becomes the homogeneous field equations (HE) using the rules:

\[ A^a_{\ \mu} = A^{(0)} q^a_{\ \mu} \]  \hspace{1cm} (E.5)

\[ F^a_{\ \mu\nu} = A^{(0)} T^a_{\ \mu\nu} \]  \hspace{1cm} (E.6)

Therefore the HE is:

\[ d \wedge F^a_{\ \mu\nu} = -A^{(0)}(q^b \wedge R^a_{\ b\mu\nu} + \omega^a_{\ b} \wedge T^b_{\ \mu\nu}) \]

\[ \sim 0 \ (\text{experimentally}) \]  \hspace{1cm} (E.7)

The IE is obtained from eqn (E.7) by taking the appropriate Hodge duals:

\[ F^{a}_{\ \rho\sigma} = \frac{1}{2} |g|^\frac{1}{2} \epsilon_{\ \rho\sigma}^{\ \mu\nu} F^a_{\ \mu\nu} \]  \hspace{1cm} (E.8)
\[ \tilde{R}^a_{\rho\sigma} = \frac{1}{2} |g|^2 \epsilon_{\mu\rho}^{\mu\nu} R^a_{b\mu\nu} \]  
(E.9)

in the general 4-D manifold.

We therefore multiply both sides of eqn (E.7) by:

\[ \frac{1}{2} |g| \epsilon_{\rho\sigma}^{\mu\nu} \]

to obtain the tensorial representation of the IE:

\[ d \wedge \tilde{F}^a_{\mu\nu} = -A^{(0)} (q^b \wedge \tilde{R}^a_{b\mu\nu} + \omega^a_{b} \wedge \tilde{T}^b_{\mu\nu}) \]  
(E.10)

The charge-current density of field theory is therefore:

\[ J^a = -\frac{A^{(0)}}{\mu_0} (q^b \wedge \tilde{R}^a_{b} + \omega^a_{b} \wedge \tilde{T}^b) \]  
(E.11)

and is a vector valued three-form of differential geometry, defined by:

\[ d \wedge \tilde{F}^a = \mu_0 J^a \]  
(E.12)

Eqn. (E.12) is the same equation as:

\[ \partial_{\mu} F^a_{\mu\nu} = -A^{(0)} (q^b \mu R^a_{b\mu\nu} + \omega^a_{b\mu} T^b_{\mu\nu}) = \mu_0 J^a_{\nu} \]  
(E.13)

\section*{E.2 The Coulomb Law ($\nu = 0$)}

The Coulomb Law in the unified field theory is given by $\nu = 0$, and is:

\[ \partial_1 F^{a10} + \partial_2 F^{a20} + \partial_3 F^{a30} = \mu_0 J^{a0} \]  
(E.14)

where:

\[ J^{a0} = -\frac{A^{(0)}}{\mu_0} (q^b_{1} R^a_{1\mu\nu}^{10} + q^b_{2} R^a_{2\mu\nu}^{20} + q^b_{3} R^a_{3\mu\nu}^{30}) \]
\[ + \omega^a_{b1} T^{b10} + \omega^a_{b2} T^{b20} + \omega^a_{b3} T^{b30} \]  
(E.15)

i.e.

\[ \nabla \cdot E^a = -\phi^{(0)} (q^b_{1} R^a_{1\mu\nu}^{10} + q^b_{2} R^a_{2\mu\nu}^{20} + q^b_{3} R^a_{3\mu\nu}^{30}) \]
\[ + \omega^a_{b1} T^{b10} + \omega^a_{b2} T^{b20} + \omega^a_{b3} T^{b30} \]  
(E.16)
E.2 The Coulomb Law ($\nu = 0$)

E.2.1 Notes on the Coulomb Law

It can be seen from the familiar vector notation in eqn. (E.16) that the origin of the Coulomb Law is spacetime. Using the constitutive equations:

$$ T^a = d \wedge q^a + \omega^a_b \wedge q^b $$

$$ R^a_b = d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b $$

the right hand side of eqn (E.16) becomes a function only of the tetrad and the spin connection. The Riemann form must always obey the second Bianchi identity.

$$ D \wedge R^a_b = 0 $$

Therefore eqn (E.17) to (E.19) are constraints on the variables on the right hand side of eqn. (E.16). Einstein field theory of gravitation is given by the limit:

$$ T^a = 0 $$

$$ D \wedge T^a = R^a_b \wedge q^b = 0 $$

and Newtonian gravitation is the weak field limit of eqn (E.20) and (E.21).

In the Einstein and Newton theories of pure gravitation therefore:

$$ q^b R^a_{b10} + q^b R^a_{b20} + q^b R^a_{b30} \neq 0 $$

The electromagnetic field is torsion of spacetime (eqn.(E.6)) so from eqn. (E.20) there is no electro-magnetism in the Einstein or Newton theories of gravitation. This is of course a self-consistent result. However, it is seen further from eqns (E.16) and (E.22) that Einstein or Newtonian gravitation does not affect the Coulumb Law.

In order for gravitational forces to change the Coulomb Law the condition is:

$$ q^b R^a_{b10} + q^b R^a_{b20} + q^b R^a_{b30} \neq 0 $$

this condition is compatible with:

$$ R^a_b \wedge q^b = 0 $$

and to:

$$ R_{\mu\nu\rho\sigma} + R_{\rho\mu\nu\sigma} + R_{\nu\rho\mu\sigma} = 0 $$

Eqn. (E.25) means that:

$$ \Gamma^\kappa_{\mu\nu} = \Gamma^\kappa_{\nu\mu} $$

where $\Gamma^\kappa_{\mu\nu}$ is the Christoffel symbol.

Eqn (E.26) means that the gravitational torsion tensor vanishes:

$$ T^\kappa_{\mu\nu} = q^\kappa_{\mu} T^a_{\mu\nu} = \Gamma^\kappa_{\mu\nu} - \Gamma^\kappa_{\nu\mu} = 0. $$
E.3 The Ampère Maxwell Law ($\nu = 1, 2, 3$)

The Ampère Maxwell Law is:

\begin{align}
\partial_0 F^{a01} + \partial_2 F^{a21} + \partial_3 F^{a31} &= \mu_0 J^{a1} (\nu = 1) \\
\partial_0 F^{a02} + \partial_1 F^{a12} + \partial_3 F^{a32} &= \mu_0 J^{a2} (\nu = 2) \\
\partial_0 F^{a03} + \partial_1 F^{a13} + \partial_2 F^{a23} &= \mu_0 J^{a3} (\nu = 3)
\end{align}

where:

\begin{align}
J^{a1} &= - \frac{A^{(0)}}{\mu_0} \left( q^b R^a_{b \ 0} + q^h R^a_{b \ 2} + q^b R^a_{b \ 3} \\
&+ \omega^a_{b0} T^{b01} + \omega^a_{b1} T^{b12} + \omega^a_{b3} T^{b31} \right) \\
J^{a2} &= - \frac{A^{(0)}}{\mu_0} \left( q^b R^a_{b \ 0} + q^h R^a_{b \ 1} + q^b R^a_{b \ 3} \\
&+ \omega^a_{b0} T^{b02} + \omega^a_{b1} T^{b12} + \omega^a_{b3} T^{b32} \right) \\
J^{a3} &= - \frac{A^{(0)}}{\mu_0} \left( q^b R^a_{b \ 0} + q^h R^a_{b \ 1} + q^b R^a_{b \ 2} \\
&+ \omega^a_{b0} T^{b03} + \omega^a_{b1} T^{b13} + \omega^a_{b2} T^{b23} \right)
\end{align}

E.3.1 Notes on the Ampère Maxwell Law

It is seen from eqns (E.31) to (E.33) that electric current is spacetime. The same consideration apply as to the Coulomb Law, because both laws are part of the IE. Therefore gravitational torsion is needed to generate electric current and electric power.
F

Some Notes On The I.E.
(Inhomogeneous Evans Field Equation)

F.1 Introduction

The IE is deduced from the Bianchi identity of differential geometry:

$$d \wedge T^a = R^a_b \wedge q^b - \omega^a_b \wedge T^b$$  \hspace{2cm} (F.1)

in the general 4-D manifold or Evans spacetime. Here \( T^a \) is the torsion form, \( R^a_b \) the curvature or Riemann form, \( \omega^a_b \) the spin connection and \( d\wedge \) the exterior derivative.

The geometry is converted to the field theory using:

$$A^a = A^{(0)}q^a$$  \hspace{2cm} (F.2)

$$F^a = A^{(0)}T^a.$$  \hspace{2cm} (F.3)

Here \( A^{(0)} \) is the fundamental potential magnitude, with units of volt s/m, \( A^a \) is the potential form and \( F^a \) the field form. From eqn. (F.1) to (F.3) we obtain the homogeneous Evans field equations (HE):

$$d \wedge F^a = R^a_b \wedge A^b - \omega^a_b \wedge F^b = -A^{(0)}(q^b \wedge R^a_b + \omega^a_b \wedge T^b).$$  \hspace{2cm} (F.4)

With the geometrical constraint:

$$R^a_b \wedge q^b = \omega^a_b \wedge T^b$$  \hspace{2cm} (F.5)

eqn. (F.4) reduces to the homogeneous Maxwell-Heaviside field equations:

$$d \wedge F^a = 0$$  \hspace{2cm} (F.6)

for each index \( a \). The latter is the tangent bundle index of differential geometry, and physically indicates states of polarization. Thus, for each \( a \):
Eqn. (F.7) is the way in which the homogeneous MH eqn is usually written in differential geometry. It is seen that the homogeneous MH eqn. (F.4) is a particular case. More generally, gravitation affects the homogeneous MH eqn when the eqn. (F.5) is not obeyed. These effects should be investigated experimentally. Using the structure equations:

\[ T^a = D \wedge q^a = d \wedge q^a + \omega^a_b \wedge q^b \]  
\[ R^a_b = D \wedge \omega^a_b = d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b \]  
\[ D \wedge \omega^a_b \wedge q^b = \omega^a_b \wedge (D \wedge q^b) \]  

one possible solution of eqn. (F.9) is:

\[ \omega^a_b = -\kappa \epsilon^a_{bc} q^c \]  
\[ R^a_b = \kappa \epsilon^a_{bc} T^c \]  

where \( \kappa \) is the wavenumber.

Eqns (F.10) and (F.11) mean that in free space, \( \omega^a_b \) is the antisymmetric tensor dual to the vector \( q^c \), and \( R^a_b \) is the antisymmetric tensor dual to \( T^c \). These equations define free space electromagnetism free of gravitation influence (mass). In this case the spin connection and tetrad are duals and the curvature and torsion forms are duals.

In tensor notation, eqn. (F.7) is:

\[ \partial_\mu F^\nu_\rho + \partial_\nu F^\rho_\mu + \partial_\rho F^\mu_\nu = 0 \]  
\[ \partial_\mu \tilde{F}^{\mu\nu} = 0 \]  

where

\[ \tilde{F}^{\mu\nu} = \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}. \]  

Eqn. (F.13a) is a combination of two fundamental laws:

\[ \nabla \cdot B = 0 \]  
\[ \nabla \times E + \frac{\partial B}{\partial t} = 0. \]  

Eqn. (F.15) is the Gauss Law applied to magnetism, and eqn. (F.16) is the Faraday Law of induction.
These laws are therefore special cases of the unified field theory, eqn. (F.4).

Physically, these laws describe electromagnetism assuming that it is not influenced by gravitation. In the laboratory this is an excellent approximation but in cosmology, a beam of light near a black hole will obey eqn. (F.4), and small changes in the laws (F.15) and (F.16) are expected.

This is a test of Einstein general relativity, upon which the Evans field theory is based directly. Einstein’s field theory of gravitation assumes that gravitation is described by Riemann spacetime and a Christoffel connection. Evans’ unified field theory of all radiated and matter fields assumes that the fields are governed by the more general Evans spacetime, the 4-D manifold in which torsion and curvature are defined by the structure relation of differential geometry. Evans spacetime reduces to the Riemann spacetime used by Einstein when:

\[ T^a = 0 \]  
\[ R^{a}_{b \wedge q^b} = 0. \]  
(Eqns. F.17, F.18)

Eqn. (F.17) means that there is no electromagnetic field present:

\[ F^a = 0. \]  
(Eqn. F.19)

Eqn. (F.18) is the well known Bianchi identity used by Einstein:

\[ R_{\rho\mu\nu\sigma} + R_{\rho\sigma\mu\nu} + R_{\rho\nu\sigma\mu} = 0. \]  
(Eqn. F.20)

Eqn. (F.20) is true if and only if:

\[ \Gamma^{\kappa}_{\mu\nu} = \Gamma^{\kappa}_{\nu\mu} \]  
(Eqn. F.21)

and

\[ T^{\kappa}_{\mu\nu} = \Gamma^{\kappa}_{\mu\nu} - \Gamma^{\kappa}_{\nu\mu} = 0. \]  
(Eqn. F.22)

Here \( R_{\rho\mu\nu\sigma} \) is the Riemann tensor, \( \Gamma^{\kappa}_{\mu\nu} \) is the Christoffel connection, \( T^{\kappa}_{\mu\nu} \) is the torsion tensor. Eqn. (F.22) in tensor notation is equivalent to eqn. (F.17) in differential form notation. Eqn. (F.1) is a generalization of eqn. (F.20) to Evans spacetime, the 4-D manifold of differential geometry.

Before proceeding to a discussion of the IE it is instructive to give the following proofs. Firstly, we prove eqn. (F.13) from eqn. (F.12).

**Proof of Eqn. (F.13)**

Consider the case:
\[ \partial_1 F_{23} + \partial_2 F_{12} + \partial_3 F_{31} = 0 \quad (F.23) \]

Note that:
\[ \epsilon^{2301} \partial_1 F_{23} + \epsilon^{1203} \partial_3 F_{12} + \epsilon^{3102} \partial_2 F_{31} = 0 \quad (F.24) \]
because:
\[ \epsilon^{2301} = \epsilon^{1203} = \epsilon^{3102} = 1 \quad (F.25) \]

Using the Leibniz theorem:
\[ \partial_1 (\epsilon^{2301} F_{23}) = \left( \partial_1 \epsilon^{2301} \right) F_{23} + \epsilon^{2301} \partial_1 F_{23} \quad (F.26) \]
and
\[ \epsilon^{2301} \partial_1 F_{23} = \frac{1}{2} \left( \partial_1 \left( \epsilon^{2301} F_{23} + \epsilon^{3201} F_{32} \right) \right) \]
\[ = \partial_1 \tilde{F}^{01} \quad (F.27) \]

Therefore eqn. (F.23) is the same as:
\[ \partial_1 \tilde{F}^{01} + \partial_2 \tilde{F}^{02} + \partial_3 \tilde{F}^{03} = 0 \quad (F.28) \]
or:
\[ \nabla \cdot B = 0 \quad (F.29) \]

\[ \square \]

Similarly the HE, eqn. (F.4) is the same as:
\[ \partial_\mu \tilde{F}^{\mu\nu,a} = A^b_{\mu} \tilde{R}^a_{b \mu} \mu \nu - \omega^a_{\beta \mu} \tilde{F}^{\mu\nu,b} \quad (F.30) \]

The geometrical condition for free space electromagnetism is therefore:
\[ q^b_{\mu} \tilde{R}^a_{b \mu} \mu \nu = \omega^a_{\beta \mu} \tilde{T}^{\mu\nu,b} \quad (F.31) \]
i.e. the 4-D dot products on the left and right must be the same.

Eqn. (F.31) defines free space electromagnetism free of any gravitational influence. More generally eqn. (F.31) does not hold, and electromagnetism and gravitation are mutually influential.

This case is very important for new technologies, and is the case where the dot products in eqn. (F.31) are not the same, i.e.:
\[ \omega^a_{\beta} \neq -\kappa \epsilon^{a b c} q^c \quad (F.32) \]

and:
\[ \nabla \cdot \mathbf{B} \neq 0 \]
\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} \neq 0. \]  
\hspace{1cm} (F.33)

Eqns. (F.32) and (F.33) mean, for example, that the polarization of a beam of light grazing an intensely gravitating object will be changed. Secondly we prove that if:
\[ d \wedge F = 0 \]  
then:
\[ d \wedge \tilde{F} \neq 0 \]  
\hspace{1cm} (F.34)
\hspace{1cm} (F.35)
in general.

**Proof of Eqn. (F.35)**

It must be proven that in general:
\[ \partial_\mu \tilde{F}_{\nu\rho} + \partial_\rho \tilde{F}_{\mu\nu} + \partial_\nu \tilde{F}_{\rho\mu} \neq 0 \]  
\hspace{1cm} (F.36)
if
\[ \partial_\mu F_{\nu\rho} + \partial_\rho F_{\mu\nu} + \partial_\nu F_{\rho\mu} = 0 \]  
\hspace{1cm} (F.37)

Consider the example:
\[ \partial_1 \tilde{F}_{23} + \partial_3 \tilde{F}_{12} + \partial_2 \tilde{F}_{31} = \frac{1}{2} (\epsilon_{\rho\sigma12} \partial_3 F^{\rho\sigma} + \cdots) \]
\[ = \frac{1}{2} (\epsilon_{0123} \partial_1 F^{01} + \epsilon_{1023} \partial_1 F^{10} + \cdots) \]
\[ = \partial_1 F^{01} + \partial_2 F^{02} + \partial_3 F^{03} \]  
\[ = \nabla \cdot \mathbf{E} = \frac{\rho}{\epsilon_0} \]  
\hspace{1cm} (F.38)

Eqn. (F.38) is the Coulomb law of electromagnetism. Eqn. (F.36) is therefore the same as:
\[ \partial_\mu F^{\mu\nu} = \mu_0 J^\nu \]  
\hspace{1cm} (F.39)
where \( J^\nu \) is the charge-current density four vector. Eqn. (F.39) is the inhomogeneous Maxwell Heaviside field equation. In differential form notation it is:
\[ d \wedge \tilde{F} = \mu_0 J \]  
\hspace{1cm} (F.40)
where \( J \) is the charge-current density three-form.

\[ \square \]

It is to be expected that eqn.(F.40) is a special case of the more general **inhomogeneous Evans field equation (IE)**:
\[ d \wedge \tilde{F}^a = \tilde{R}^a_{\ b} \wedge A^b - \omega^a_{\ b} \wedge \tilde{T}^b \]  
\[ = A^{(0)}(\tilde{R}^a_{\ b} \wedge q^b - \omega^a_{\ b} \wedge \tilde{T}^b) \]  
\hspace{1cm} (F.41)

where:

\[ \tilde{R}^a_{\ b} \wedge q^b \neq \omega^a_{\ b} \wedge \tilde{T}^b \]  
\hspace{1cm} (F.42)

**Proof of Eqn. (F.41)**

Eqn. (F.41) is derived from eqn. (F.4) by considering the duals of \( F^a \) and \( R^a_{\ b} \) in Evans spacetime.

\[ \tilde{F}^a_{\ \mu\nu} = \frac{1}{2} |g|^{\frac{1}{2}} \epsilon^{\rho\sigma}_{\ \mu\nu} F^a_{\ \rho\sigma} \]  
\hspace{1cm} (F.43)

\[ \tilde{R}^a_{\ \mu\nu} = \frac{1}{2} |g|^{\frac{1}{2}} \epsilon^{\rho\sigma}_{\ \mu\nu} \tilde{R}^a_{\ \rho\sigma} \]  
\hspace{1cm} (F.44)

where \(|g|^{\frac{1}{2}}\) is the square root of the metric determinant and \( \epsilon^{\rho\sigma}_{\ \mu\nu} \) the 4-D Levi-Civita symbol. In 4-D the Hodge dual, \( \tilde{F}^a \), of \( F^a \) is another two-form. Similarly, the Hodge dual, \( \tilde{R}^a_{\ b} \), of \( R^a_{\ b} \) is also another two-form. Eqns. (F.43) and (F.44) are defined by the general definition of a Hodge dual in the n-dimensional manifold.

Using eqns. (F.43) and (F.44) the IE, eqn. (F.41) follows from eqn. (F.4) by correctly defining the Hodge duals on both sides of eqn. (F.4). This procedure generates the IE from the HE and the fundamental Bianchi identity (F.1). **We therefore arrive at a generalization of the Coulomb Law and the Ampère-Maxwell law.**

To check and illustrate this important result consider a particular term of eqn (F.4) such as:

\[ \partial_1 F^a_{\ 23} = R^a_{\ 123} A^b_{\ 3} - \omega^a_{\ b1} F^b_{\ 23} \]  
\hspace{1cm} (F.45)

Integrating:

\[ F^a_{\ 23} = \int \left( R^a_{\ 123} A^b_{\ 3} - \omega^a_{\ b1} F^b_{\ 23} \right) dx^1 \]  
\hspace{1cm} (F.46)

Therefore:

\[ \tilde{F}^a_{\ 23} = \int \left( \tilde{R}^a_{\ 123} A^b_{\ 3} - \omega^a_{\ b1} \tilde{T}^b_{\ 23} \right) dx^1 \]  
\hspace{1cm} (F.47)

and:

\[ \partial_1 \tilde{F}^a_{\ 23} = \tilde{R}^a_{\ 123} A^b_{\ 3} - \omega^a_{\ b1} \tilde{T}^b_{\ 23} \]  
\hspace{1cm} (F.48)

Eqn. (F.47) is the only possible way of defining Hodge duals so that indices match on both sides. The Hodge dual of the product \( R^a_{\ 123} A^b_{\ 3} \) must be a one-form in 4-D and this cannot be equated to the two-form on the LHS.
The Hodge dual of $A^b_3$ must be a three-form, and this again does not give the right answer.

Therefore the correct Hodge dual structure of eqn.(F.4) is eqn. (F.41).

\[ \Box \]

The tensorial structure of the IE is:

\[
\partial_\mu \tilde{F}^a_{\nu\rho} + \partial_\rho \tilde{F}^a_{\mu\nu} + \partial_\nu \tilde{F}^a_{\mu\rho} = A^{(0)}(\tilde{R}^a_{\nu\rho} q^b_\rho + \tilde{R}^a_{\rho\mu} q^b_\nu + \tilde{R}^a_{\mu\rho} q^b_\nu - \omega^a_{\nu\rho} \tilde{T}^b_{\mu\rho} - \omega^a_{\rho\nu} \tilde{T}^b_{\mu\rho} ) \tag{F.49}
\]

which is the same as:

\[
\partial_\mu F^{\mu\nu, a} = - A^{(0)}(q^b_\mu R^a_{b\mu\nu} + \omega^a_{b\mu} T^b_{\mu\nu}) \tag{F.50}
\]

### F.2 The Coulomb Law in the Evans field Theory

The Coulomb Law is defined by:

\[
\partial_1 \tilde{F}^{a}_{23} + \partial_3 \tilde{F}^{a}_{12} + \partial_2 \tilde{F}^{a}_{31} = \partial_1 F^{01, a} + \partial_2 F^{02, a} + \partial_3 F^{03, a} = \nabla \cdot E
\]

\[
\nabla \cdot E^a = -\phi^{(0)}(q^b_1 R^a_{b 01} + q^b_2 R^a_{b 02} + q^b_3 R^a_{b 03} + \omega^a_{b 1} T^{01b} + \omega^a_{b 2} T^{02b} + \omega^a_{b 3} T^{03b}). \tag{F.51}
\]

In eqn. (F.51), $\phi^{(0)}$ is in volts.

Using the result:

\[
R^a_{1 01} = R^a_{b 01} q^b_1 \tag{F.52}
\]

eqn. (F.51) simplifies to:

\[
\nabla \cdot E^a = -\phi^{(0)}(R^a_{1 01} + R^a_{1 02} + R^a_{1 03} + \omega^a_{b 1} T^{01b} + \omega^a_{b 2} T^{02b} + \omega^a_{b 3} T^{03b}) = \frac{\epsilon}{\epsilon_0} \tag{F.53}
\]

Eqn. (F.53) is the Coulomb Law in the Evans field theory.
F.3 Discussion

Eqn. (F.53) is the direct result of the Bianchi identity (F.1) of differential geometry, and reveals the origin of charge density, \( \rho \), in general relativity. In the limit of Einstein’s field theory of gravitation

\[
E^\alpha = 0 \quad \text{and} \quad T^{\alpha,\mu\nu} = 0 \tag{F.54}
\]

but in this limit.

\[
R^{\alpha}_{\, 01} + R^{\alpha}_{\, 02} + R^{\alpha}_{\, 03} \neq 0 \tag{F.55}
\]

This is the limit where electromagnetism is absent, and eqn. (F.55) is the same as:

\[
\tilde{R}^{\alpha}_{\, 123} + \tilde{R}^{\alpha}_{\, 312} + \tilde{R}^{\alpha}_{\, 231} \neq 0 \tag{F.56}
\]

In the limit of free space electromagnetism:

\[
\nabla \cdot E^\alpha = 0 \tag{F.57}
\]
\[
E^\alpha \neq 0 \tag{F.58}
\]

and so:

\[
R^{\alpha}_{\, 01} + R^{\alpha}_{\, 02} + R^{\alpha}_{\, 03} = \omega^{\alpha}_{\, b_1} T^{01b} + \omega^{\alpha}_{\, b_2} T^{02b} + \omega^{\alpha}_{\, b_3} T^{03b} \tag{F.59}
\]

The Coulomb Law therefore indicates that the electromagnetic and gravitational fields are influencing each other, and this defines field-matter interaction.

These are important insights of the Evans field theory which cannot be obtained from the Maxwell-Heaviside field theory.

These insights mean that gravitation can be used to influence electromagnetism and vice-versa. The simplest example is the Coulomb Law, one of the oldest laws of physics.
G

O(3) Electrodynamics From General Relativity and Unified Field Theory

G.1 Introduction

In generally covariant or objective unified field theory the field tensor is defined by the first Maurer-Cartan structure relation of differential geometry:

\[ F^a = d \wedge A^a + \omega^a_b \wedge A^b \]  \hspace{1cm} (G.1)

(where the base manifold indices have been suppressed for clarity of presentation). In eqn. (G.1) \( F^a \) is the field two-form, \( A^a \) is the potential one form, and \( \omega^a_b \) is the spin connection.

The homogeneous and inhomogeneous field equations (HE and IE respectively) are found from the first Bianchi identity of differential geometry:

G.1.1 Homogeneous Field Equation (HE)

\[ d \wedge F^a = \mu_0 j^a = -A^{(0)} (q^b \wedge R^a_b + \omega^a_b \wedge T^b) \]  \hspace{1cm} (G.2)

G.1.2 Inhomogeneous Field Equation (IE)

\[ d \wedge \tilde{F}^a = \mu_0 J^a = -A^{(0)} (q^b \wedge \tilde{R}^a_b + \omega^a_b \wedge \tilde{T}^b) \]  \hspace{1cm} (G.3)

Eqn. (G.1) to (G.3) are the correctly objective equations of electrodynamics. They are the direct logical consequence of the basic principle of objectivity in physics. This is the principle of **general relativity**, all equations of physics must retain their form under any type of coordinate transformation - the equations must be **generally covariant**.

The Maxwell-Heaviside field theory (MH) does not obey this basic principle of objectivity because it is a theory of special relativity. It is well known that
special relativity is **Lorentz covariant** but not generally covariant. The Maxwell-Heaviside equations corresponding to eqn. (G.1) to (G.3) are well known to be:

\[
F = d \wedge A \tag{G.4}
\]
\[
d \wedge F = 0 \tag{G.5}
\]
\[
d \wedge \tilde{F} = \mu_0 J \tag{G.6}
\]

In eqns. (G.3) and (G.6) the tilde denotes the Hodge dual. In eqn. (G.2) \(T^b\) is the torsion form of differential geometry, \(R^a_b\) is the curvature or Riemann form, \(q^b\) is the tetrad form. The number of independent variables on the right hand side of eqn. (G.2) is reduced by the first and second Maurer-Cartan equations of differential geometry:

\[
T^a = d \wedge q^a + \omega^a_b \wedge q^b \tag{G.7}
\]
\[
R^a_b = d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b \tag{G.8}
\]

Therefore the independent variables are \(q^a\) and \(\omega^a_b\). Eqn. (G.7) is transformed into eqn. (G.1) using the fundamental rules:

\[
A^a = A^{(0)} q^a \tag{G.9}
\]
\[
F^a = A^{(0)} T^a \tag{G.10}
\]

The Hodge duals in eqn. (G.3) are defined by the rules of general relativity (see Carroll):

\[
\tilde{T}^b_{\mu\nu} = \frac{1}{2} |g| \frac{1}{2} \epsilon^{\rho\sigma}_{\mu\nu} T^b_{\rho\sigma} \tag{G.11}
\]
\[
\tilde{R}^a_{b\mu\nu} = \frac{1}{2} |g| \frac{1}{2} \epsilon^{\rho\sigma}_{\mu\nu} R^a_{b\rho\sigma} \tag{G.12}
\]

Here

\[
g = |g_{\mu\nu}| \tag{G.13}
\]

is the determinant of the metric and \(\epsilon^{\rho\sigma}_{\mu\nu}\) the Levi-Civita symbol in the general 4-D manifold (Evans spacetime).

It is seen that \(q^a\) and \(\omega^a_b\) are the same in eqn. (G.2) and (G.3), but duals are used of the torsion and curvature forms.

Experimentally, we know that:

\[
j^a \sim 0 \tag{G.14}
\]
\[
J^a > 0 \tag{G.15}
\]

Therefore:
$d \wedge F^a = 0$ \hspace{1cm} (G.16)

within contemporary instrumental precision. For each index $a$ eqn. (G.16) is eqn. (G.5). The latter is a combination of the **Gauss law of magnetism:**

$$\nabla \cdot \mathbf{B} = 0$$ \hspace{1cm} (G.17)

and the **Faraday law of induction:**

$$\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = \mathbf{0}$$ \hspace{1cm} (G.18)

Both laws are tested to high precision, so eqn. (G.14) follows experimentally. In general however $j^a$ is not zero when gravitation influences electromagnetism. The latter influence is missing completely from MH theory because MH is a theory only of special relativity.

From eqn. (G.2) and (G.16) we obtain the **free space condition:**

$$\omega^a_b \wedge T^b = R^a_b \wedge q^b$$ \hspace{1cm} (G.19)

which is a condition or constraint on eqns. (G.1) to (G.3) imposed by the laws (G.17) and (G.18). Eqn. (G.19) is therefore an experimental constraint. Using the Maurer-Cartan structure equations. (G.7) and (G.8):

$$T^a = D \wedge q^a$$ \hspace{1cm} (G.20)

$$R^a_b = D \wedge \omega^a_b$$ \hspace{1cm} (G.21)

where $D \wedge$ is the covariant exterior derivative, eqn. (G.19) becomes a relation between $q^a$ and $\omega^a_b$:

$$\omega^a_b \wedge (D \wedge q^b) = (D \wedge \omega^a_b) \wedge q^b$$ \hspace{1cm} (G.22)

Therefore there is only one independent variable on the right hand sides of eqn. (G.2) and (G.3).

A solution of eqn. (G.22) is:

$$\omega^a_b = -\frac{\kappa}{2} \epsilon^a_{bc} q^c$$ \hspace{1cm} (G.23)

where $\kappa$ is the wavenumber and $\epsilon^a_{bc}$ is the Levi-Civita symbol of the Minkowski spacetime of the tangent bundle. Given the experimental constraint (G.22), eqn. (G.23) is true both for eqn. (G.2) and (G.3), and also for eqn. (G.1). The Levi-Civita symbol is defined by:

$$\epsilon^a_{bc} = g^{ad} \epsilon_{d(bc)}$$ \hspace{1cm} (G.24)

where:
$g^{ad} = \text{diag}(1, -1, -1, -1)$

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
\]

(G.25)

Thus:

$\epsilon_{23}^1 = g^{ad}\epsilon_{d23} = g^{11}\epsilon_{123} = -\epsilon_{123}$  

(G.26)

$\epsilon_{12}^3 = g^{ad}\epsilon_{d12} = g^{33}\epsilon_{312} = -\epsilon_{312}$  

(G.27)

$\epsilon_{31}^2 = g^{ad}\epsilon_{d31} = g^{22}\epsilon_{231} = -\epsilon_{231}$  

(G.28)

and:

$F^1 = d \wedge A^1 + \frac{g}{2} (\epsilon_{23}^1 A^3 \wedge A^2 + \epsilon_{12}^3 A^2 \wedge A^3)$

$= d \wedge A^1 - \frac{g}{2} (\epsilon_{123} A^3 \wedge A^2 + \epsilon_{132} A^2 \wedge A^3)$

$F^1 = d \wedge A^1 + gA^2 \wedge A^3$  

(G.29)

$F^2 = d \wedge A^2 + gA^3 \wedge A^1$

$F^3 = d \wedge A^3 + gA^1 \wedge A^2$

Eqns. (G.29) are the fundamental definition of the field tensor of electromagnetism in objective physics.

In these equations:

$g = \kappa A^{(0)}^{-1}$  

(G.30)

and should not be confused with the determinant of the metric. In the complex circular basis eqns. (G.29) define \textbf{O(3) electrodynamics}:

$F^{(1)*} = d \wedge A^{(1)*} - igA^{(2)} \wedge A^{(3)}$  

(G.31)

$F^{(2)*} = d \wedge A^{(2)*} - igA^{(3)} \wedge A^{(1)}$  

(G.32)

$F^{(3)*} = d \wedge A^{(3)*} - igA^{(1)} \wedge A^{(2)}$  

(G.33)

and \textbf{the Evans spin field}:

$B^{(3)*} = -igA^{(1)} \wedge A^{(2)}$  

(G.34)

observed experimentally in the inverse Faraday effect and the generally covariant phase of electromagnetism.

It is seen that the spin field and O(3) electrodynamics originate
in general relativity, in the fundamental requirement that physics be objective to any observer. The spin field originates in the spin connection of eqn. (G.1), and the spin connection originates in the realization that electromagnetism is spinning spacetime. Similarly gravitation is curving spacetime. Spinning is described by the torsion form $T^a$ and curving described by the Riemann form $R^a_{\mu\nu}$.

To translate from form notation to vector notation proceed as follows:

\[
\begin{align*}
F^a &= d \wedge A^a + g A^b \wedge A^c \\
F^a_{\mu\nu} &= (d \wedge A^a)_{\mu\nu} + g A^b_\mu \wedge A^c_\nu \\
F^3_{12} &= (d \wedge A^{(3)*})_{12} - ig A^{(1)}_1 \wedge A^{(2)}_2 \\
B^{(3)*}_{12} &= -ig A^{(1)}_1 \wedge A^{(2)}_2 \\
B^{(3)*}_3 &= \frac{1}{2} (\epsilon_{123} B^{(3)*}_{12} + \epsilon_{213} B^{(3)*}_{21}) \\
B^{(3)*} &= -ig A^{(1)} \wedge A^{(2)}
\end{align*}
\]

There is no $E^{(3)}$ field because:

\[
\begin{align*}
F^{(3)*}_{03} &= (d \wedge A^{(3)*})_{03} - ig A^{(1)}_0 \wedge A^{(2)}_3 \\
&= 0
\end{align*}
\]

as observed experimentally, there being no electric analogue of the inverse Faraday effect.
Illustration That The Evans Field Theory is Completely Determined Mathematically

In the case of circular polarization, the free space condition applies (Appendix ??):

$$\omega^a_b \wedge (D \wedge q^b) = (D \wedge \omega^a_b) \wedge q^b$$  \hspace{1cm} (H.1)

and the tetrad is defined by:

$$T^a = d \wedge q^a + \omega^a_b \wedge q^b$$  \hspace{1cm} (H.2)

$$d \wedge T^a = 0$$  \hspace{1cm} (H.3)

$$d \wedge \bar{T}^a = 0$$  \hspace{1cm} (H.4)

The spin connection and the gamma connection are related through the tetrad postulate:

$$\partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda - \Gamma^a_{\mu \lambda} q^a_\nu = 0$$  \hspace{1cm} (H.5)

The Riemann Form for circular polarization is defined by:

$$R^a_b = D \wedge \omega^a_b$$

$$= d \wedge \omega^a_b + \omega^a_c \wedge \omega^c_b$$  \hspace{1cm} (H.6)

and the torsion form for circular polarization by eqn.(H.2). For circular polarization we have seen in Appendix G that

$$\omega^a_b = -\frac{1}{2} \epsilon^a_{bc} q^c$$  \hspace{1cm} (H.7)

Eqns. (H.1), (H.3) and (H.7) mean that the mathematical problem is to determine the tetrad $q^a_\mu$. In circular polarization the elements of the tetrad are $q^{(1)}_x, q^{(1)}_y, q^{(2)}_x, q^{(2)}_y,$ and $q^{(3)}_z$. There are therefore five scalar unknowns but it is also known that:
\[ q_1^{(1)} x = q_2^{(2)*} \quad (H.8) \]
\[ q_2^{(2)} x = q_1^{(1)*} \quad (H.9) \]
\[ q_1^{(1)} y = q_2^{(2)*} \quad (H.10) \]
\[ q_2^{(2)} y = q_1^{(1)*} \quad (H.11) \]

It follows that the complex circular basis (Appendix C) determines the problem completely, because:

\[ q_1^{(1)} \times q_2^{(2)} = i q_3^{(3)*} \quad (H.12) \]
\[ q_2^{(2)} \times q_3^{(3)} = i q_1^{(1)*} \quad (H.13) \]
\[ q_3^{(3)} \times q_1^{(1)} = i q_2^{(2)*} \quad (H.14) \]

Therefore the tetrad elements are:

\[ q_1^{(1)} x = \frac{1}{\sqrt{2}} e^{i \phi}, q_1^{(1)} y = -\frac{i}{\sqrt{2}} e^{i \phi}, \quad (H.15) \]
\[ q_2^{(2)} x = \frac{1}{\sqrt{2}} e^{-i \phi}, q_2^{(2)} y = \frac{i}{\sqrt{2}} e^{-i \phi}, \quad (H.16) \]
\[ q_3^{(3)} z = 1 \quad (H.17) \]

From eqn. (H.15) to (H.17) it is possible to deduce all the scalar elements governing the differential geometry of circular polarization. The method is illustrated in the Appendix. For convenience denote:

\[ q_1^{(1)} x, q_1^{(1)} y \quad etc. \]

\[ (H.18) \]

It follows that the spin connection elements are given in general by:

\[ \omega_1^{(1)} = \kappa q_3 \quad (H.19) \]
\[ \omega_2^{(2)} = \kappa q_1 \quad (H.20) \]
\[ \omega_3^{(3)} = \kappa q_2 \quad (H.21) \]

from the free space condition.

The gamma connection elements are then obtained from the tetrad postulate. For example, for \( \lambda = x, \mu = 0, \alpha = 1 \):

\[ \partial_0 q_1^1 + \omega_1^{(1)} q_1^b \partial_b q_1^x - \Gamma_0^\nu_0 x q_1^x = 0 \quad (H.22) \]
and since $\omega_{x1}^1 = 0$, we have:

$$\partial_0 q_1^1 + \omega_{02}^1 q_2^2 - \Gamma_{0z}^x q_1^1 - \Gamma_{0x}^y q_1^1 = 0$$  \hspace{1cm} (H.23)

However,

$$\omega_{02}^1 = \frac{\kappa}{2} q_0^2 = 0$$  \hspace{1cm} (H.24)

and using

$$\phi = \omega t - \kappa z$$  \hspace{1cm} (H.25)

we obtain:

$$\Gamma_{0x}^y + i\Gamma_{0x}^x = -\kappa$$  \hspace{1cm} (H.26)

Similarly, for $\lambda = y, \mu = 0, a = 1$:

$$\Gamma_{0y}^x - i\Gamma_{0y}^y = \kappa,$$  \hspace{1cm} (H.27)

for $\lambda = x, \mu = 0, a = 2$:

$$i\Gamma_{0x}^y - \Gamma_{0x}^y = \kappa,$$  \hspace{1cm} (H.28)

and for $\lambda = y, \mu = 0, a = 2$:

$$\Gamma_{0y}^x + i\Gamma_{0y}^y = \kappa$$  \hspace{1cm} (H.29)

Thus:

$$\Gamma_{0y}^x = -\Gamma_{0x}^y = \kappa,$$  \hspace{1cm} (H.30)

$$\Gamma_{0x}^y = \Gamma_{0y}^y = 0$$  \hspace{1cm} (H.31)

similarly, for $\lambda = z, \mu = 0, a = 3$ we obtain:

$$\Gamma_{0z}^z = 0$$  \hspace{1cm} (H.32)

It is seen that all the scalar elements of the gamma connection are exactly determined.

Again for $\lambda = x, \mu = 3, a = 1$:

$$\partial_3 q_1^1 + \omega_{3b}^1 q_2^2 - \Gamma_{3x}^x q_1^1 = 0$$  \hspace{1cm} (H.33)

i.e.

$$\partial_3 q_1^1 + \omega_{32}^1 q_2^2 - \Gamma_{3x}^x q_1^1 - \Gamma_{3x}^y q_1^1 = 0$$  \hspace{1cm} (H.34)

Now use:

$$\omega_{32}^1 = \frac{\kappa}{2} q_3^2 = \frac{\kappa}{2}$$  \hspace{1cm} (H.35)

to obtain:

$$\Gamma_{xx}^y + i\Gamma_{xx}^x = \kappa \left(1 + \frac{i}{2} e^{-i\phi}\right)$$  \hspace{1cm} (H.36)

Similarly, for $\lambda = x, \mu = 3, a = 2$:
\[ \Gamma^y_{zx} - i \Gamma^x_{zx} = \kappa \left( 1 + \frac{i}{2} e^{i\phi} \right) \] (H.37)

It follows that:

\[ \Gamma^y_{zx} = \kappa \left( 1 + \frac{i}{4} \left( e^{i\phi} + e^{-i\phi} \right) \right) = \kappa \left( 1 + \frac{i}{2} \cos \phi \right) \] (H.38)

and

\[ \Gamma^x_{tx} = -i \kappa \left( 1 + \frac{i}{4} \left( e^{-i\phi} - e^{i\phi} \right) \right) = -i \kappa \left( 1 - \frac{i}{2} \sin \phi \right) \] (H.39)

The torsion tensor elements may then be deduced from the gamma connection elements using:

\[ T^\kappa_{\mu\nu} = \Gamma^\kappa_{\mu\nu} - \Gamma^\kappa_{\nu\mu} \] (H.40)

and the Riemann tensor elements from:

\[ R^\rho_{\sigma\mu\nu} = \partial_\mu \Gamma^\rho_{\nu\sigma} - \partial_\nu \Gamma^\rho_{\mu\sigma} + \Gamma^\rho_{\mu\lambda} \Gamma_{\nu\sigma} - \Gamma^\rho_{\nu\lambda} \Gamma_{\mu\sigma} \] (H.41)

Therefore all scalar elements have been deduced of the differential geometry of circular polarization.

\[ \square \]
A Summary of the Evans Field Theory

I.1 The Homogeneous Field Equation

Barebones Notation

\[ D \wedge F = R \wedge A \]  

(I.1)

Tangent Bundle Notation

\[ D \wedge F^a = R^a_b \wedge A^b \]  

(I.2)

Complete Index Notation

\[ (D \wedge F^a)_{\mu \nu \rho} = (R^a_b \wedge A^b)_{\mu \nu \rho} \]  

(I.3)

Spin Connection Notation

\[ (d \wedge F^a + \omega^a_b \wedge F^b)_{\mu \nu \rho} = (R^a_b \wedge A^b)_{\mu \nu \rho} \]  

(I.4)

Tensor Notation

\[ (d \wedge F)^a_{\mu \nu \rho} = \partial_\mu F^a_{\nu \rho} + \partial_\nu F^a_{\rho \mu} + \partial_\rho F^a_{\mu \nu} \]

\[ (\omega \wedge F)^a_{\mu \nu \rho} = \omega^a_{\mu b} F^b_{\nu \rho} + \omega^a_{\nu b} F^b_{\rho \mu} + \omega^a_{\rho b} F^b_{\mu \nu} \]  

(I.5)

\[ (R \wedge A)^a_{\mu \nu \rho} = R^a_{b \mu \nu} A^b_\rho + R^a_{b \nu \rho} A^b_\mu + R^a_{b \rho \mu} A^b_\nu \]

Eq. (I.5) give the most complete expression of the homogeneous field equation, i.e.:

\[ \partial_\mu F^a_{\nu \rho} + \partial_\nu F^a_{\rho \mu} + \partial_\rho F^a_{\mu \nu} + \omega^a_{\mu b} F^b_{\nu \rho} + \omega^a_{\nu b} F^b_{\rho \mu} + \omega^a_{\rho b} F^b_{\mu \nu} = R^a_{b \mu \nu} A^b_\rho + R^a_{b \nu \rho} A^b_\mu + R^a_{b \rho \mu} A^b_\nu \]  

(I.6)

Maxwell-Heaviside Limit

\[ R^a_b \wedge A^b = \omega^a_b \wedge F^b \]

\[ \partial_\mu F^a_{\nu \rho} + \partial_\nu F^a_{\rho \mu} + \partial_\rho F^a_{\mu \nu} = 0 \]  

(I.7)
The tangent bundle is not identified, so:

$$\partial_\mu F_{\nu\rho} + \partial_\nu F_{\rho\mu} + \partial_\rho F_{\mu\nu} = 0 \quad (I.8)$$

Eq. (I.8) is the homogeneous field equation of the MH theory. Eq. (I.8) cannot describe the effect of gravitation on electromagnetism and vice-versa, because it is a flat spacetime equation of special relativity.

### I.2 Hodge Dual of the Homogeneous Field Equation

The Hodge dual of the homogeneous field equation is a re-expression of the Bianchi identity and therefore contains the same information. In the general 4-D manifold the Hodge dual must be precisely defined as follows.

The general definition of the Hodge dual is given by Carroll.

$$\tilde{\mathcal{X}}_{\mu_1 \ldots \mu_{n-p}} = \frac{1}{p!} \epsilon^{\nu_1 \ldots \nu_p} \mu_1 \ldots \mu_{n-p} \mathcal{X}_{\nu_1 \ldots \nu_p} \quad (I.9)$$

In a general n-dimensional manifold Eq. (I.9) maps from a p-form of differential geometry to an (n-p)-form. The general Levi-Civita symbol is defined in any manifold to be:

$$\epsilon_{\mu_1 \mu_2 \ldots \mu_n} = \begin{cases} 
1 & \text{if } \mu_1 \mu_2 \ldots \mu_n \text{ is an even permutation} \\
-1 & \text{if } \mu_1 \mu_2 \ldots \mu_n \text{ is an odd permutation} \\
0 & \text{otherwise} 
\end{cases} \quad (I.10)$$

The Levi-Civita tensor used in the definition of the Hodge dual, is:

$$\epsilon_{\mu_1 \mu_2 \ldots \mu_n} = (|g|)^{1/2} \tilde{\epsilon}_{\mu_1 \mu_2 \ldots \mu_n} \quad (I.11)$$

where $|g|$ is the numerical magnitude of the determinant of the metric. In a four-dimensional manifold a two-form is dual to a two-form:

$$\tilde{\mathcal{X}}_{\mu_1 \mu_2} = \frac{1}{2} \epsilon^{\nu_1 \nu_2} \mu_1 \mu_2 \mathcal{X}_{\nu_1 \nu_2} \quad (I.12)$$

Indices are raised and lowered on the Levi-Civita tensor by use of the metric tensor. The latter is normalized by:

$$g^{\mu\nu} g_{\mu\nu} = 4 \quad (I.13)$$

Therefore we have results such as:

$$\tilde{\mathcal{X}}_{\mu\nu} = \frac{1}{2} \epsilon^{\rho\sigma} \mathcal{X}_{\mu\rho\nu\sigma} \quad (I.14)$$
with, for example:
\[ \epsilon_{\sigma\mu\nu\rho} = g_{\sigma\kappa} \epsilon^{\kappa}_{\mu\nu\rho} \]  
(I.15)

We may then rewrite eqn.(I.4):
\[ \partial^\mu \tilde{F}^{a}_{\mu\nu} = \mu_0 \tilde{j}^a_{\nu} \]  
(I.16)

Note that eqn.(I.4) and (I.16) contain the same information, they are both expressions of the homogeneous field equation of objective or generally covariant physics.

I.3 The Inhomogeneous Field Equation

The homogeneous field equations eqn.(I.4) and (I.16) is the generally covariant form of Gauss Law applied to magnetism and the Faraday Law of induction. The inhomogeneous field equation is deduced from eqn. (I.1) as follows:
\[ D \wedge \tilde{F} = \tilde{R} \wedge A \]  
(I.17)

The complete description is therefore:
\[ d \wedge F = R \wedge A - \omega \wedge F = \mu_0 j \]
\[ d \wedge \tilde{F} = \tilde{R} \wedge A - \omega \wedge \tilde{F} = \mu_0 J \]  
(I.18)

eqn.(I.18) are the generally covariant forms of the four fundamental laws of electromagnetics.

In order to CAD/CAM a circuit working from the general 4-D manifold known as “Evans Spacetime” eqn.(I.18) must be solved simultaneously. The mathematical problem is one of solving simultaneous partial differential tensor equations with given initial and boundary conditions.

I.3.1 The Standard Model

The equivalents of eqn.(I.18) is the standard model are:
\[ d \wedge F = 0 \]
\[ d \wedge \tilde{F} = \mu_0 J \]  
(I.19)

Eqs (I.19) are equations of a flat or Minkowski spacetime. Eqs (I.19) are not objective equations of physics because they are not equations of general relativity. There is no indication in eqs (I.19) that J is derived from the wedge
product of the Riemann and tetrad forms. The Evans field equations (I.18) show that

\[ J = \frac{A^{(0)}}{\mu_0} \left( \tilde{R} \land q - \omega \land \tilde{T} \right) \]  

Eqn. (I.20) shows that Evans spacetime is a source of electric charge/current density.

It is therefore very important to evaluate \( J \) numerically. For a given potential:

\[ A = A^{(0)} q \]  

and given curvature:

\[ R = D \land \omega \]  

we need to calculate \( J \). In eqn. (I.22) \( \omega \) is the spin connection, related to the Christoffel connection.

### I.4 Summary of the Unified Field Theory

Any situation in field theory is described by:

\[ D \land F^a = R^a_b \land A^b \]  

\[ D \land \tilde{F}^a = \tilde{R}^a_b \land A^b \]  

where:

\[ F^a = A^{(0)} T^a \]  

\[ A^a = A^{(0)} q^a \]  

and:

\[ D \land F^a = d \land F^a + \omega^a_b \land F^b \]  

the fundamental charge-current three-forms are defined by:

\[ j^a = \frac{1}{\mu_0} \left( R^a_b \land A^b - \omega^a_b \land F^b \right) \]  

\[ J^a = \frac{1}{\mu_0} \left( \tilde{R}^a_b \land A^b - \omega^a_b \land \tilde{F}^b \right) \]  

In eqs (I.23–I.29):
The equations below are in SI units. \( \tilde{F}^a \) is the hodge dual of \( F^a \) in the general 4-d manifold (Evans spacetime) and \( \tilde{R}^a_b \) is the Hodge dual of \( R^a_b \) in Evans spacetime.

The following are well-known limiting forms of the Evans field theory.

**I.5 Einstein Field Theory of Gravitation**

This limit is defined by:

\[
\begin{align*}
F^a = 0 \\
R^a_b \wedge A^b = 0 \\
\tilde{F}^a = 0 \\
\tilde{R}^a_b \wedge A^b \neq 0
\end{align*}
\]

Eqn.(I.31) implies that the Christoffel symbol is symmetric in its lower two indices. This self-consistently implies:

\[
T^a_{(\text{Einstein})} = 0
\]

Self-consistently therefore, in the Einstein field theory of gravitation, there is no electromagnetic field present. In this theory the torsion tensor is zero because it is defined as the difference:

\[
T^\kappa_{\mu\nu} = \Gamma^\kappa_{\mu\nu} - \Gamma^\kappa_{\nu\mu} = 0
\]

Metrics that obey conditions (I.35) cannot be used in a unified field theory, they can only be used to describe gravitation.
I.6 Maxwell-Heaviside Field Theory of Electromagnetism

This is the limit described by:

\[
\begin{align*}
  d \wedge F^a &= 0 \quad \text{(I.36)} \\
  d \wedge \tilde{F}^a &= \mu_0 j^a \quad \text{(I.37)}
\end{align*}
\]

Therefore:

\[
\begin{align*}
  R^a_{\, b} \wedge A^b &= \omega^a_{\, b} \wedge F^b \quad \text{(I.38)} \\
  j^a &= 0 \quad \text{(I.39)} \\
  \tilde{R}^a_{\, b} \wedge A^b &\neq \omega^a_{\, b} \wedge \tilde{F}^b \quad \text{(I.40)} \\
  J^a &\neq 0 \quad \text{(I.41)}
\end{align*}
\]

The Evans spacetime reduces to Minkowski spacetime, so \( D \wedge \) is replaced by \( d \wedge \). In the original nineteenth century Maxwell Heaviside theory, the field is an entity superimposed on a flat Euclidean 3-D space and the concept of time is distinct from that of space. The existence of the tangent bundle index \( a \) is not recognized, neither is that of the spin connection \( \omega^a_{\, b} \) and curvature \( R^a_{\, b} \). The current \( J \) is essentially empirical in MH field Theory.
J

Mathematical Proofs

J.1 The Free Space Condition

\[ \omega^a_b = -\kappa \epsilon_{bc} q^c \]

This fundamental condition is a solution of:

\[ R^a_b \wedge q^b = \omega^a_b \wedge T^b \] (J.1)

\[ (D \wedge \omega^a_b) \wedge q^b = \omega^a_b \wedge (D \wedge q^b) \] (J.2)

\[ (d \wedge \omega^a_b) \wedge q^b + (\omega^a_c \wedge \omega^c_b) \wedge q^b = \omega^a_b \wedge (d \wedge q^b) + \omega^a_b \wedge (\omega^b_c \wedge q^c) \] (J.3)

To Prove:

\[ (d \wedge \omega^a_b) \wedge q^b = \omega^a_b \wedge (d \wedge q^b) \] (J.4)

Proof for \( a = 1 \)

\[ (d \wedge \omega^1_2) \wedge q^2 + (d \wedge \omega^1_3) \wedge q^3 = \omega^1_2 \wedge (d \wedge q^2) + \omega^1_3 \wedge (d \wedge q^3) \] (J.5)

Eqn. (J.5)

\[ \omega^1_2 = -\kappa \epsilon_{123} q^3 = \kappa \epsilon_{123} q^3 = \kappa q^3 \] (J.6)

\[ \omega^1_3 = -\kappa \epsilon_{123} q^2 = \kappa \epsilon_{123} q^2 = -\kappa q^2 \] (J.7)

i.e.

\[ (d \wedge q^3) \wedge q^2 - (d \wedge q^2) \wedge q^3 = q^3 \wedge (d \wedge q^2) - q^2 \wedge (d \wedge q^3) \] (J.8)

\[ \Rightarrow (d \wedge q^3) \wedge q^2 = -q^2 \wedge (d \wedge q^3) \]

\[ - (d \wedge q^2) \wedge q^3 = q^3 \wedge (d \wedge q^2) \] (J.9)

To prove
\[(\omega^a_c \wedge \omega^c_b) \wedge q^b = \omega^a_b \wedge (\omega^b_c \wedge q^c)\]  

(J.10)

Proof for \(a=1, b=2, c=3\):

\[(\omega^1_3 \wedge \omega^3_2) \wedge q^2 = \omega^1_2 \wedge (\omega^2_3 \wedge q^3)\]  

(J.11)

where

\[
\omega^1_2 = \kappa q^3; \quad \omega^1_3 = -\kappa q^2
\]

\[
\omega^3_2 = -\kappa q^1; \quad \omega^3_3 = \kappa q^1
\]

therefore

\[(q^2 \wedge q^1) \wedge q^2 = -q^3 \wedge (q^1 \wedge q^3)\]

i.e.

\[q^3 \wedge q^2 = -q^3 \wedge (-q^2)\]

\[= q^3 \wedge q^2\]  

(J.12)

For O(3) electrodynamics we choose:

\[
\omega^a_b = -\frac{1}{2} \kappa \epsilon^{a}_{bc} q^c
\]  

(J.13)

in the structure relation:

\[D \wedge q^a = d \wedge q^a + \omega^a_b \wedge q^b\]  

(J.14)

Proof For \(a=1\):

\[D \wedge q^1 = d \wedge q^1 + \frac{1}{2} (\epsilon^{1}_{23} q^3 \wedge q^2 + \epsilon^{1}_{32} q^2 \wedge q^3)\]  

(J.15)

In the O(3) circular complex basis this gives O(3) electrodynamics.

This allows the tetrad of the free field to be identified as the potential, and also the spin connection. O(3) electrodynamics is therefore a fundamental theory of general relativity.

### J.2 The Tetrad Postulate

The tetrad postulate follows from the fact that a tensor is independent of the way it is written. The postulate follows from a consideration of the covariant derivative of a vector in two different bases. We denote these by J.16 and J.17. thus:

\[(DX)_1 = (DX)_2\]  

(J.16)

It follows that:

\[D_v q^a_\mu = 0.\]  

(J.17)

For those interested a detailed proof is given as follows but eqn. (J.16) is enough to know where the tetrad postulate comes from.
Detailed Proof

In the coordinate basis (see Carroll(3.129))

\[ DX = (D_\mu X^\nu) \, dx^\mu \otimes \partial_\nu = \left( \partial_\mu X^\nu + \Gamma^\nu_{\mu\lambda} X^\lambda \right) \, dx^\mu \otimes \partial_\nu \]  
(J.18)

In the mixed basis:

\[ DX = (D_\mu X^a) \, dx^\mu \otimes \hat{e}(a) = \left( \partial_\mu X^a + \omega^a_{\mu b} X^b \right) \, dx^\mu \otimes \hat{e}(a) \]  
(J.19)

\[ = \left( \partial_\mu (q^a_\nu X^\nu) + \omega^a_{\mu b} q^b_\lambda X^\lambda \right) \, dx^\mu \otimes (q^a_\sigma \partial_\sigma) \]  
(J.20)

where we have used the commutator rule. Now switch \( \sigma \) to \( \mu \) and use:

\[ q^\nu_a q^a_\nu = 1 \]  
(J.21)

to obtain:

\[ DX = \left( \partial_\mu X^\nu + q^\nu_a \partial_\mu q^a_\lambda X^\lambda + q^\nu_a q^b_\lambda \omega^a_{\mu b} X^\lambda \right) \, dx^\mu \otimes \partial_\nu \]  
(J.22)

Now compare eqn. (J.18) and (J.22) to give:

\[ \Gamma^\nu_{\mu\lambda} = q^\nu_a \partial_\mu q^a_\lambda + q^b_\lambda \omega^a_{\mu b} \]  
(J.23)

multiply both sides of eqn.(J.23) by \( q^a_\nu \):

\[ q^a_\nu \Gamma^\nu_{\mu\lambda} = \partial_\mu q^a_\lambda + q^b_\lambda \omega^a_{\mu b} \]  
(J.24)

i.e.

\[ D_\mu q^a_\lambda = \partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda - \Gamma^\nu_{\mu\lambda} q^a_\nu = 0 \]  
(J.25)

\[ \square \]

Eqn. (J.25) is known as the tetrad postulate, and is true for all connections.

Meaning of the Tetrad Postulate

The tetrad postulate means that the basis chosen for \( DX \) does not affect the result. The tetrad postulate originates in the definition of the tetrad itself:

\[ V^a = q^a_\mu V^\mu \]  
(J.26)

where \( a \) refers to the tangent spacetime and \( \mu \) to the base manifold.
J.3 The Evans Lemma

The Evans Lemma is the direct result of the tetrad postulate of differential geometry:

\[ D_\mu q^a_\lambda = \partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda - \Gamma^a_{\mu \lambda} q^a_\nu = 0 \]  

using the notation of the text. It follows from eqn. (J.27) that:

\[ D_\mu (D_\mu q^a_\lambda) = \partial_\mu (D_\mu q^a_\lambda) = 0, \]  

\[ \partial_\mu \left( \partial_\mu q^a_\lambda + \omega^a_{\mu b} q^b_\lambda - \Gamma^a_{\mu \lambda} q^a_\nu \right) = 0, \]  

or

\[ \Box q^a_\lambda = \partial_\mu \left( \Gamma^a_{\mu \lambda} q^a_\nu \right) - \partial_\mu \left( \omega^a_{\mu b} q^b_\lambda \right). \]

Define:

\[ Rq^a_\lambda := \partial_\mu \left( \Gamma^a_{\mu \lambda} q^a_\nu \right) - \partial_\mu \left( \omega^a_{\mu b} q^b_\lambda \right) \]

to obtain the Evans Lemma:

\[ \Box q^a_\lambda = Rq^a_\lambda \]
The Four Fundamental Laws of Electrodynamics In The Unified Field Theory: Vector Notation

K.1 The Inhomogeneous Laws

Those are obtained from:

$$\partial_\mu F^{a\mu\nu} = \mu_0 c J^a_{\nu}$$ \hspace{1cm} (K.1)

where:

$$J^a_{\nu} = -\frac{A^{(0)}}{\mu_0} \left( q^b_{\mu} R^{a\mu}_b + \omega^a_{\mu b} T^{b\mu\nu} \right)$$ \hspace{1cm} (K.2)

K.2 Coulomb Law ($\nu = 0, \mu = 1, 2, 3$)

The charge density is:

$$J^{a0} = -\frac{A^{(0)}}{\mu_0} \left( q^b_{1} R^{a\mathbf{10}}_{b} + q^b_{2} R^{a\mathbf{20}}_{b} + q^b_{3} R^{a\mathbf{30}}_{b} + \omega^a_{1b} T^{\mathbf{10}b} + \omega^a_{2b} T^{\mathbf{20}b} + \omega^a_{3b} T^{\mathbf{30}b} \right)$$ \hspace{1cm} (K.3)

so

$$\nabla \cdot E^a = \frac{\rho^a}{\epsilon_0} = \mu_0 c J^{a0}$$ \hspace{1cm} (K.4)

It is seen that charge density originates in the geometry of spacetime. Therefore if gravitation changes spacetime it has an effect on the charge density. This is a direct result of differential geometry.

K.3 Ampère Maxwell law ($\nu = 1, 2, 3$)

For $\nu = 1, \mu = 0, 2, 3$
For \( \nu = 2, \mu = 0,1,3 \)

\[ J^a_y = J^{a2} = -\frac{A^{(0)}}{\mu_0} (q^b_0 R^a_{\ b} \ 0^2 + q^b_1 R^a_{\ b} \ 1^2 + q^b_3 R^a_{\ b} \ 3^2) \]

(K.6)

For \( \nu = 3, \mu = 0,1,2 \)

\[ J^a_z = J^{a3} = -\frac{A^{(0)}}{\mu_0} (q^b_0 R^a_{\ b} \ 0^3 + q^b_1 R^a_{\ b} \ 1^3 + q^b_2 R^a_{\ b} \ 2^3) \]

(K.7)

Thus:

\[ \nabla \times \mathbf{B}^a = \frac{1}{c^2} \frac{\partial \mathbf{E}^a}{\partial t} + \mu_0 J^a \]  

(K.8)

in which the scalar elements of current are given in eqns. (K.5) to (K.7).

**K.4 The Gauss Law of Magnetism**

For all practical purposes:

\[ \nabla \cdot \mathbf{B}^a = 0 \]  

(K.9)

**K.5 The Faraday Law of Induction**

For all practical purposes:

\[ \nabla \times \mathbf{E}^a + \frac{T\partial \mathbf{B}^a}{\partial t} = 0 \]  

(K.10)

If we take into consideration the very tiny homogeneous current then:

\[ j^{a\nu} = -\frac{A^{(0)}}{\mu_0} (q^b_{\mu} R^a_{\ b} \ \mu^\nu + \omega^a_{\ \mu b} T^{b\mu\nu}) \]

\(~0\)  

(K.11)

and very tiny terms appear on the right hand sides of eqns. (K.9) and (K.10).
K.6 Simplification Of The IE

An important simplification of the structure of the IE is possible as follows. In free space, it is known that:

\[ d \wedge F^a = 0 \]  (K.12)
\[ d \wedge \tilde{F}^a = 0 \]  (K.13)

and so:

\[ R^a_b \wedge q^b = \omega^a_b \wedge T^b \]  (K.14)
\[ \tilde{R}^a_b \wedge q^b = \omega^a_b \wedge \tilde{T}^b \]  (K.15)

The free space condition means that:

\[ \omega^a_b = -\kappa \epsilon_{abc} q^c \]  (K.16)
\[ R^a_b = -\kappa \epsilon_{abc} T^c \]  (K.17)

The IE describes field-matter interaction as follows:

\[ d \wedge \tilde{F}^a = A^{(0)} \left( \tilde{R}^a_b \wedge q^b - \omega^a_b \wedge \tilde{T}^b \right) \]  (K.18)

\[ \neq 0. \]

Comparison of eqn. (K.15) and (K.18) means that the presence of mass changes the equality (K.15). The reason for this is gravitation, i.e. the presence of mass.

For Einsteinian or Newtonian gravitation:

\[ R^a_b \wedge q^b = 0 \]  (K.19)

but:

\[ \left( \tilde{R}^a_b \wedge q^b \right)_{\text{grav.}} \neq 0. \]  (K.20)

However, for electromagnetism:

\[ \left( \tilde{R}^a_b \wedge q^b - \omega^a_b \wedge \tilde{T}^b \right)_{e/m} = 0. \]  (K.21)

Therefore the IE simplifies to:

\[ d \wedge \tilde{F}^a = A^{(0)} \left( \tilde{R}^a_b \wedge q^b \right)_{\text{grav}} \]  (K.22)

and:

\[ J^a = \frac{A^{(0)}}{\mu_0} \left( \tilde{R}^a_b \wedge q^b \right)_{\text{grav}}. \]  (K.23)

In the weak field limit eqn. (K.23) means that he Coulomb and Newton inverse square laws have the same distance dependence, as known experimentally.

**APART FROM THE** \( A^{(0)} \) **FACTOR** \( J^a \) **ORIGINATES ENTIRELY IN CENTRALLY DIRECTED GRAVITATION.**
K.7 Derivation of The Coulomb Law From The Evans Unified Field Theory

The Coulomb Law is derived from the inhomogeneous Evans field equation (barebones notation):

\[ d \wedge \tilde{F} = A^{(0)}(\tilde{R} \wedge q - \omega \wedge \tilde{T}) \]
\[ = -A^{(0)}(q \wedge \tilde{R} + \omega \wedge \tilde{T}). \]  

(K.24)

For electromagnetic radiation in free space:

\[ q \wedge \tilde{R} + \omega \wedge \tilde{T} = 0. \]  

(K.25)

It is assumed that condition (K.25) continues to be true in field-matter interaction. (This is equivalent to the standard minimal prescription where \( p^\mu \) is replaced by \( p^\mu + eA^\mu \).)

For central gravitation (Einstein/Newton):

\[ T = 0 \]  

(K.26)

\[ R \wedge q = 0 \]  

(K.27)

\[ \tilde{R} \wedge q \neq 0. \]  

(K.28)

Therefore from eqns. (K.25) to (K.28):

\[ d \wedge \tilde{F} = -A^{(0)}(\tilde{R} \wedge q)_{grav} \]  

(K.29)

This is the inhomogeneous field equation linking electromagnetism to gravitation. Any type of electromagnetic field matter interaction is described by eqn. (K.29) provided eqn. (K.25) remains true for the electromagnetic field when the latter interacts with matter.

K.7.1 Tensor Notation

Eqn. (K.29) is:

\[ \partial_{\mu} \tilde{F}^{a}_{\nu\rho} + \partial_{\nu} \tilde{F}^{a}_{\mu\rho} + \partial_{\rho} \tilde{F}^{a}_{\mu\nu} = -A^{(0)}(q^{b}_{\mu} \tilde{R}^{a}_{b\nu\rho} + q^{b}_{\rho} \tilde{R}^{a}_{b\mu\nu} + q^{b}_{\nu} \tilde{R}^{a}_{b\rho\mu}) \]  

(K.30)

which is the same equation as:

\[ \partial_{\mu} F^{a\mu\nu} = -A^{(0)} q^{b}_{\mu} R^{a}_{b\mu\nu} \]  

(K.31)

\[ \partial_{\mu} F^{a\mu\nu} = -A^{(0)} R^{a}_{\mu \mu\nu} \]  

(K.32)

using:

\[ R^{a}_{\lambda\nu\mu} = q^{b}_{\lambda} R^{a}_{b\nu\mu}. \]  

(K.33)

Eqn.(K.32) is the simplest tensor formulation of the inhomogeneous Evans field equation.
K.7 Derivation of the Coulomb Law

K.7.2 Vector Notation

In vector notation eqn (K.32) gives the Coulomb Law and the Ampère-Maxwell Law.

**Coulomb Law** \((\nu=0, \mu=1,2,3)\)

\[
\partial_1 F^{a10} + \partial_2 F^{a20} + \partial_3 F^{a30} = -A^{(0)}(R_a^{10} + R_a^{20} + R_a^{30})
\]

\[
= -A^{(0)} R_a^{i0}
\]

(K.34)

where summation over repeated \(i\) is implied. Now denote the fundamental voltage, \(\phi^{(0)}\) by:

\[
\phi^{(0)} = cA^{(0)}
\]

(K.35)

to obtain:

\[
\nabla \cdot \mathbf{E}^a = -cA^{(0)} R_a^{i0}
\]

(K.36)

i.e.

\[
\nabla \cdot \mathbf{E}^a = -\phi^{(0)} R_a^{i0}
\]

(K.37)

and

\[
\rho^a = -\epsilon_0 \phi^{(0)} R_a^{i0}
\]

(K.38)

**Eqn. (K.37) is the Coulomb Law unified with** the Newton inverse square law.

**Notes.**

The units on both sides of eqn. (K.37) are volt/m squared and it is seen in eqn (K.38) that charge density originates in \(R_a^{i0}\), the sum of three Riemann curvature elements. These elements describe gravitation in the Einstein theory of general relativity. The elements are therefore governed by the Einstein field equation. In the weak field limit this becomes the Newton inverse square law.

Given the existence of \(\phi^{(0)}\) it is seen from eqn. (K.37) and (K.38) that an electric field can be generated by gravitation.

**Ampère-Maxwell Law** \((\nu=1,2,3)\)

This is given by:

\[
\nabla \times \mathbf{B}^a = \frac{1}{c^2} \frac{\partial \mathbf{E}^a}{\partial t} + \mu_0 \mathbf{J}^a
\]

(K.39)

where:

\[
\mathbf{J}^a = J_x^a i + J_y^a j + J_z^a k
\]

(K.40)

and:
\[ J_x^a = -\frac{A^{(0)}}{\mu_0} \left( R_{0}^{a\ 10} + R_{2}^{a\ 12} + R_{3}^{a\ 13} \right) \]  
(K.41)

\[ J_y^a = -\frac{A^{(0)}}{\mu_0} \left( R_{1}^{a\ 20} + R_{1}^{a\ 21} + R_{3}^{a\ 23} \right) \]  
(K.42)

\[ J_z^a = -\frac{A^{(0)}}{\mu_0} \left( R_{0}^{a\ 30} + R_{1}^{a\ 31} + R_{2}^{a\ 32} \right) \]  
(K.43)

From eqns. (K.40) to (K.43) it is seen that current density originates in sums over Riemann tensor elements. This finding has the important consequence that electric current can be generated by spacetime curvature. The relevant Riemann tensor elements are again calculated from the Einstein field equation for gravitation.
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Basis
complex circular. See Complex circular basis.
Pauli, 121
Basis unit vectors, 83
Berry phase, 147, 164, 199, 212, 219, 220, 221, 222, 223-225, 291, 393, 394
derivation of, from Evans phase, derivation of geometrical phase from Evans law of generally covariant unified field theory and, 220-223
optical, 223-224
Beth effect, 448
Big Bang, 259, 419, 425
Boost, Lorentz. See Lorentz boost.
Boson, 380
virtual, 378
Z, 377
Boson masses, 386
Boson scattering, fermion, 375
Bridge, Wheatstone, 269
Bundles, tangent, 437

C
CAD/CAM, 458, 507
Calculus, Feynman, 376, 377, 378
Canonical energy momentum vector, 42
Carroll’s equation, 75
Cartan differential geometry, 302
Cartan-Maurer theory, 65
Cartan-Maurer torsion tensor, 66
Cartesian basis, 121, 475, 476
Cartesian unit vectors, 4, 83, 88, 126, 174
Casimir invariant, 147, 158, 162-163, 202, 231, 279, 287, 407-408, 410
Causal physics, 402
Causal quantization, 250
Causal quantum mechanics, 250-271
Causal wave mechanics, 265
Centripetal accelerations, 269
CERN, 382
Chambers experiment, 413
Charge, electric, 508
Charge density, 515
Charge-current density of field theory, 484
Christoffel connection, 176, 177, 251, 301, 302, 345, 418, 427, 453, 489, 508
Christoffel symbol, 7, 10, 11, 32, 46, 47, 57, 67, 68, 69, 73, 74, 77, 85, 128, 246, 306, 315, 323, 332, 397, 398, 399-400, 427, 442, 485, 509
Circle whose circumference is same as arc length of helix AB, 204
Circular basis, complex. See Complex circular basis.
Circular polarization, 438, 447, 448, 477, 501, 502, 504
Circularly polarized radiation, 447
Clifford algebra, 7, 44, 131, 133
fundamental paradox in, derivation of Dirac equation and, 131-133
Coefficient
metric, 27, 29
proportionality, 42
Collider experiments, heavy hadron, 382
Color, quark, Gell-Mann, 139
Color triplet
Gell-Mann, unification of gravitational and strong nuclear fields and, 137
quark, 140-144
Commutator equation, Heisenberg, 167
Commutator relation, Heisenberg, 167
Commutator rule, 513
Compatibility, metric, 69, 70, 72, 73, 74, 77, 78
Compatibility postulate, metric, 302
Complete index notation, homogeneous field equation and, 505
Complex circular basis, 475-477, 502
notes and references on, 477
O(3) electrodynamics and, 476-477
Compression, infinite spacetime, 428
Compton wavelength, 107, 114, 128, 166, 234, 279, 358, 371, 415-416
Compton wavenumber, 332
Computational algorithm, 458
Concepts, geometrical. See Geometrical concepts.
Connection
Christoffel, 176, 177, 251, 301, 302, 345, 418, 427, 453, 489, 508
gamma. See Gamma connection.
spin. See Spin connection.
spin affine, 85
Consequences for evolutionary theory and new technology, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 311-314
Conservation law, energy, 77, 78
Constant
Dirac, 199
Einstein, 418
Planck. See Planck constant.
Contraction, Lorentz-Fitzgerald, 239
Coordinate system, orthogonal, 3
Coordinates
curvalinear, 3, 28
curvilinear, 3, 28
Copenhagen School, 231, 277, 331, 350, 362, 391, 392
Coriolis accelerations, 159, 162, 269
Coulomb law, 17, 244, 246, 249, 282, 469, 486, 491, 492, 494, 517, 519
derivation of, from Evans unified field theory, fundamental laws of electrodynamics in Unified field theory and, 518-520
in Evans field theory, 493
four fundamental laws of electrodynamics in Unified field theory and, 515
tensorial structure of inhomogeneous field equations and, 484-485
Counter-gravitational technology, interaction of gravitation and electromagnetism and, 397
Covariance, general, 41
Covariant, Lorentz, 182, 496
Covariant d’Alembertian, 69
Covariant derivative, 16, 26, 79
around a cube, 326
of vector, 512
Covariant electric field, 57
Covariant electric field tensor, 36
Covariant electric pseudo-vector, 33
Covariant electrodynamics. See Generally covariant electrodynamics.
Covariant electromagnetic field tensor, 31, 58
Covariant electro-weak theory, 367-386
Covariant field equation. See Generally covariant field equations.
Covariant field vector, 36-37
Covariant four-vector, 57
Covariant magnetic field, 57
and electric field axial vector components, 33
Covariant magnetic field pseudo-vector, 36
Covariant magnetic field tensor, 36
Covariant wave equation. See Generally covariant wave equation.
Criticisms of quantum electrodynamics, calculation of anomalous magnetic moment of electron from Evans unified field theory and, 361-362
Cross product, vector, 476
Cube, covariant derivation around, 326
Curl, 339
Current
electric, 486, 508, 520
electromagnetic. See Electromagnetic current.
inhomogeneous, 455
Current density, 520
Curvilinear coordinates, 3, 28
Curvature, 510
 evolution of, 259-271
 least, principle of, 166-167
 rest, 107-108, 419-420
 Riemann, 519
 scalar, 7, 68, 150-151, 179, 409
 spacetime, 520
 universal, 419-420
 Curvature form, 317
 Curvature tensor, 246, 301-302, 453
 Riemann, 32
 Curved spacetime, 359
 Curvilinear coordinates, 3, 28
 Curving of spacetime, 499
 electromagnetic and gravitational fields in Evans unified field theory and, 301-326
Cyclic sum, 323
Cyclic symmetry, complex circular basis and, 475

D
d’Alembert equation, 45, 65, 82, 401
d’Alembertian, covariant, 69
d’Alembertian operator, 47, 64, 107, 139, 179
de Broglie postulate, 416, 417, 418
de Broglie principle, 148
de Broglie wave particle dualism, 128, 164, 166, 201, 277, 420
Delta, Kronecker, 43, 73, 175, 428
Density
 charge, 515
 charge-current, of field theory, 484
current, 520
four-current, 82
 Lagrangian. See Lagrangian density.
 scalar lagrangian, 291
Derivation
 of Berry phase from Evans phase, derivation of geometrical phase from Evans law of generally covariant unified field theory and, 220-223
 of Coulomb law from Evans unified field theory and, fundamental laws of electrodynamics in Unified field theory and, 518-520
 of Dirac equation from Evans wave equation, 119-134 as first-order differential equation and, 236-237
 of Dirac spinor from Evans theory, derivation of Lorentz boost from Evans wave equation and, 232-236
 of Dirac wave equation from Evans theory, derivation of Lorentz boost from Evans wave equation and, 232-236
 of Evans wave equation from Lagrangian and action, 147-168
 of Faraday law of induction from Evans field theory, 445-458
of Gauss law of magnetism from Evans field theory, 445-458
of geometrical phase from Evans phase law of generally covariant unified field theory, 219-226
of Heisenberg equation, 275-292
and origin of Planck constant, fundamental invariants of Evans field theory and, 417-421
of Lorentz boost from Evans wave equation, 229-239
of Newton equation, 72-78
of O(3) electrodynamics from Evans field theory, 445-458
from Evans unified field theory, 345-351
from generally covariant unified field theory, 329-341
geometrical condition needed for, 446-450
of Poisson equation, 72-78
of Quark color triplet, unification of gravitational and strong nuclear fields and, 140-144
of Tomita-Chiao effect from Evans phase law, derivation of geometrical phase from Evans law of generally covariant unified field theory and, 220-223
of wave particle duality and quantum mechanics from general relativity, 166-167
Derivative, covariant. See Covariant derivative.
Determinant of metric, 457
Determinist School, 350
Developed theory
Aharonov-Bohm effect in Evans unifield field theory and, 195-215
calculation of the anomalous magnetic moment of the electron from the Evans unified field theory and, 355-363
causal quantum mechanics and, 259-271
derivation of Dirac's equation from Evans wave equation and, 119-134
derivation of Evans wave equation from the Lagrangian and action, 147-168
derivation of geometrical phase from Evans phase law of generally covariant unified field theory and, 219-226
derivation of Heisenberg equation and, 275-292
derivation of Lorentz boost from Evans wave equation and, 229-239
derivation of O(3) electrodynamics from Evans field theory and, 445-458
derivation of O(3) electrodynamics from Evans unified field theory and, 345-351
derivation of O(3) electrodynamics from Generally covariant unified field theory and, 329-341
derivation of the Faraday law of induction and, 445-458
derivation of the Gauss law of magnetism and, 445-458
development of Evans wave equations in weka-field limit and, 295-298
electrogravitic equation and, 295-298
electromagnetic and gravitational fields in Evans unified field theory and, 301-326
electromagnetic energy from gravitation and, 425-432
electromagnetic sector of Evans field theory and, 243-255
equations of grand unified field theory in terms of Maurer-Cartan structure relations of differential geometry and, 97-116
Evans field theory of neutrino oscillations and, 389-394
Evans lemma of differential geometry and, 171-192
evolution of curvature and, 259-271
fundamental invariants of Evans field theory and, 407-421
general force and field equations and, 259-271
generally covariant electro-weak theory and, 367-386
generally covariant field equation for
gravitation and electromagnetism
and, 53-60
generally covariant wave equation for
grand unified field theory and,
63-93
homogeneous and inhomogeneous
Evans field equations and, 435-442
interaction of gravitation and
electromagnetism and, 397-403
new concepts from Evans unified field
theory and
part one, 259-271
part two, 275-292
origin of Planck constant in general
relativity and, 147-168
scillatory universe without singularity
and, 259-271
physical optics and, 195-215
replacement of Heisenberg uncertain-
ty principle and, 275-292
Sagnac effect and, 195-215
spinning and curving of spacetime
and, 301-326
unification of gravitational and strong
nuclear fields and, 137-144

Diad, 283
Differential equation, 266
first-order, derivation of Dirac
equation as, derivation of Lorentz
boost from Evans wave equation
and, 236-237
second-order, 266
Differential form notation, 472
Differential geometry, 46, 246, 309, 402,
435, 446, 449, 489, 514
Bianchi identity of. See Bianchi
identity of differential geometry.
Cartan, 302
equations of Grand unified field
theory in terms of Maurer-Cartan
structure relations of, 97-116
Evans duality equation of, 183
grand unified field theory as, 103-106
one-forms of, 28
structure and identity invariants of,
fundamental invariants of Evans
field theory and, 408-411
Dirac constant, 199

Dirac equation, 39, 65, 87, 88, 107, 114,
119, 120, 121, 123, 128, 130, 131,
133, 134, 164, 167, 174, 232, 235,
237, 238, 239, 282, 283, 331, 351,
355, 359, 369, 372, 394, 416
derivation of
from Evans wave equation, 119-134
derivation of Dirac equation of
general relativity and, 121-127
derivation of Dirac equation of
special relativity and, 127-128
Dirac matrices as eigenfunctions
and, 129-131
fundamental paradox in Clifford
algebra and, 131-133
as first-order differential equation
and, derivation of Lorentz boost
from Evans wave equation and,
236-237
derivation of, as first-order differential
equation and, derivation of
Lorentz boost from Evans wave
equation and, 236-237
of relativistic quantum mechanics, 44
Dirac four-spinors, 174
Dirac matrices, 174, 358, 359
as eigenfunctions, derivation of Dirac
equation and, 129-131
Dirac spinors, 231, 234, 235, 238-239,
282-283, 358, 369, 372, 373
derivation of, from Evans theory,
derivation of Lorentz boost from
Evans wave equation and, 232-236
Dirac wave equations, 357
derivation of, from Evans theory,
derivation of Lorentz boost from
Evans wave equation and, 232-236
Dirac-Wu-Yang phase, 147, 153, 154,
155, 156, 157, 158, 159, 160, 164,
167, 195-196, 209-211
Displacement, electric, 473
Dual, Hodge. See Hodge dual.
Dual element of surface, 33
Dual metric transform, 19
Dual pseudo-tensor, 13
Dual rank-two electromagnetic pseudo
tensor, 16
Dual transform, 17
Heaviside-Larmor-Rainich, 19
Dualism
de Broglie wave particle, 128, 164, 166, 201, 277, 420
wave particle, 166-167, 290
Duality
and antisymmetric metric, 23-48
comparison of, with Sachs theory, 38-42
Euclidean spacetime and, 21-26
field equation as eigenequation or wave equation and, 42-48
field equation for gravitation and electromagnetism and, 33-37
general relativity and, 26-33
non-Minkowski spacetime and, 26-33
parity violating fields and, 38-42
special relativity and, 21-26
Hodge, electromagnetic energy from gravitation and, 425
wave particle, derivation of, from general relativity, 166-167

Dirac matrices as, derivation of Dirac equation and, 129-131
Eigenoperator, 64, 179
Eigenvalue, 64, 357
Einstein, 479
Einstein constant, 418
Einstein equation, 29, 69, 285
Einstein field, 261
Einstein field equation, 33, 40, 41, 42, 53, 64, 75, 261, 369
Einstein field tensor, 7
Einstein field theory, 305-306, 509
Einstein general relativity. See General relativity.
Einstein gravitational theory. See Gravitation.
Einstein postulate, 409
Einstein summation convention, 7
Einstein tensor, 77
Einstein wave equation, 350-351
Einsteinian limit, 305
Electric charge, 508
Electric component of propagating electromagnetic radiation, rotating metric vector and, 12-18
Electric current, 486, 508, 520
Electric displacement, 473
Electric field, 15, 337, 519
Electric field axial vector components, generally covariant, 33
Electric field strength, 447
Electric power, 442, 486
Electric pseudo-vector, generally covariant, 33
Electrodynamics
four fundamental laws of, in Unified field theory, 515-520
Ampre-Maxwell law and, 515-516, 519-520
Coulomb law and, 515
derivation of Coulomb law from Evans unified field theory and, 518-520
Faraday law of induction and, 516
Gauss law of magnetism and, 516
inhomogeneous laws and, 515
simplification of IE and, 517
tensor notation and, 518
vector notation and, 519-520

Education, differential, 266

Effect
Aharonov-Bohm. See Aharonov-Bohm (AB) effect.
inverse Faraday. See Inverse Faraday effect (IFE).
Sagnac, 147, 154, 160, 161, 162, 164, 195-215, 225
Tomita-Chiao. See Tomita-Chiao effect.
topological, origin of Planck constant in general relativity and, 150-165
topological phase. See Topological phase effects.
Zeeman, 236

Eigenfunction, 43, 63, 64, 69, 70, 72, 77, 80, 81, 100, 140, 179, 265, 279
field equation as, duality and antisymmetric metric and, 42-48

Index 527
generally covariant. See Generally
covariant electrodynamics.
Maxwell-Heaviside, 65, 181-182
O(3). See O(3) electrodynamics.
quantum, criticisms of, calculation of
anomalous magnetic moment of
electron from Evans unified field
theory and, 361-362
Electrogravitic equation
derivation of, 296-297
development of Evans wave equations
in weak-field limit and, 295-298
Electromagnetic Aharonov-Bohm
(EMAB) effect, 243, 253, 311
Electromagnetic analogue, 37
Electromagnetic and gravitational fields
in Evans unified field theory,
spinning and curving of spacetime and
consequences of, for evolutionary
theory and new technology,
311-314
first Bianchi identity and, 321-323
first Maurer-Cartan structure relation
and, 315
fundamental equations in, 304-305
limiting forms of Evans field and,
305-311
second Bianchi identity and, 325-326
second Maurer-Cartan structure
relation and, 317-319
Electromagnetic current
due to gravitation, 425
and energy due to gravitation, 425
Electromagnetic energy
from Evans spacetime, interaction of
gravitation and electromagnetism
and, 397
from gravitation, 425-432
development of Hodge dual of
homogeneous equation of Evans
field theory and, 426-431
Eddington type experiment and,
431-432
Electromagnetic field, 8, 26, 385
in Evans unified field theory, spinning
and curving of spacetime and,
301-326
gauge invariant, 181
Electromagnetic field tensor, 31, 36, 40
generally covariant, 31, 58
Electromagnetic four-tensor, rank-two,
16
Electromagnetic generator, motionless,
296, 297
Electromagnetic phase, 8, 83
Electromagnetic potential, 65
Electromagnetic potential fields, 268
Electromagnetic pseudo four-tensor,
dual rank-two, 16
Electromagnetic radiation, 8, 9
propagating. See Propagating
electromagnetic radiation.
Electromagnetic sector of Evans field
theory, 243-255
equations of, 243-251
experimental tests of Evans theory
and, 252-255
Electromagnetism, 63, 69, 148, 177, 246,
398, 445, 489, 494, 499, 506, 517
absence of, 439
field equations of, 30
duality and antisymmetric metric
and, 33-37
field tensor of, 498
free space, 490
generally covariant field equations
for, 53-60
generally covariant phase of, 498
and gravitation, interaction of, first
Bianchi identity of differential
geometry and homogeneous Evans
field equation and, 398-401
higher symmetry, generally covariant
wave equation for Grand unified
field theory and, 63
interaction of gravitation and,
homogeneous and inhomogeneous
Evans field equations and, 441-442
Maxwell-Heaviside field theory of,
510
pure, 305
Yang Mills field theory for, 58, 59
Electron g factor, anomalous, calcula-
tion of anomalous magnetic
moment of electron from Evans
unified field theory and, 355
Electron-neutrinos, 382, 389-394
Electrons
  anomalous magnetic moment of,
  calculation of, from Evans unified
  field theory, 355-363
  neutrino, 375
Electro-weak theory
  Evans, 370-381
  generally covariant, 367-386
Elements
  dual, of surface, 33
  scalar. See Scalar elements.
  spacetime Minkowski line, 25
EMAB. See Electromagnetic Aharonov-
  Bohm (EMAB) effect.
Energy
  due to gravitation, electromagnetic
  current and, 425
  electromagnetic. See Electromagnetic
  energy.
  kinetic, Newton, 281
  rest, 76, 280
  vacuum, 180
  from vacuum, 116
  zero-point, calculation of anomalous
  magnetic moment of electron from
  Evans unified field theory and,
  356-361
Energy conservation law, 77, 78
Energy momentum tensor, antisymmet-
  ric, 35
Energy momentum vector, canonical,
  42
Enigmatic Photon, The, 253, 477
Epicycles, 384
Equations
  Carroll’s, 75
  d’Alembert, 45, 65, 82, 401
  differential, 236-237, 266
  Dirac. See Dirac equation.
  Eigen, 70
  Einstein, 29, 69, 285. See also
  Gravitation.
  electrogravitic. See Electrogravitic
  equation.
  of electromagnetic sectory of Evans
  field theory, 243-251
  Euler Lagrange, 148, 149, 291, 351
  Evans. See Evans equations.
  Evans duality, of differential
  geometry, 183
  Evans field, 275
  Evans wave. See Evans wave
  equations,
  evolution, of R and T, 261-267
  field. See Field equations.
  first-order differential, derivation of
  Dirac equation as, derivation of
  Lorentz boost from Evans wave
  equation and, 236-237
  force. See Force equations.
  fundamental, electromagnetic and
  gravitational fields in Evans
  unified field theory and, spinning
  and curving of spacetime and,
  304-305
  fundamental geometrical, of unified
  field matter theory, derivation
  of O(3) electrodynamics from
  generally covariant unified field
  theory and, 330-332
  gauge transformation, 78
  general force and field, 259-271
  geodesic, 71, 77
  Heisenberg. See Heisenberg equations.
  Heisenberg commutator, 167
  homogeneous, of Evans field theory,
  Hodge dual of, development of,
  426-431
  inhomogeneous Maxwell-Heaviside,
  455
  Klein-Gordon, 44, 48, 63, 65, 76, 87,
  107, 114, 128, 129, 231, 234, 235,
  275, 278, 279, 280, 282, 283, 285,
  286
  Lorentz force, 271
  Newton, 44, 65, 67, 72-78, 275
  Newton force, 284
  of O(3) electrodynamics, 332-341
  Poisson. See Poisson equation.
  Proca, 45, 65, 82, 107, 114, 236, 286
  of R, 259
  Schrödinger, 44, 48, 63, 65, 77, 110,
  128, 129, 167, 225-226, 275, 277,
  278, 281-282, 284, 285, 287, 390
  second-order differential, 266
  structure, Maurer-Cartan, 346, 411,
  449, 450, 496
wave. See Wave equations.

Euclidean space, 23, 25, 475, 510
Euclidean spacetime, duality and antisymmetric metric and, 21-26
Euclidean tangent space, 83
Euler Lagrange equation, 148, 149, 291, 351

Evans, M.W., 477
Evans duality equation of differential geometry, 183
Evans electro-weak theory, 370-381
Evans equations, 120, 386
grand unified field theory and, 103-106
Evans field, limiting forms of, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 305-311
Evans field equations, 259, 267-271, 275, 491-492, 508
homogeneous electromagnetic energy from gravitation and, 425
first Bianchi identity of differential geometry and, interaction of gravitation and electromagnetism and, 398-401
homogeneous and inhomogeneous. See Homogeneous field equations (HE) and inhomogeneous Evans field equations.
homogeneous, 487-494
Evans field theory, 246, 369, 397, 494
Coulomb law in, 493
derivation of Gauss law of magnetism, Faraday law of induction, and O(3) electrodynamics from, 445-458
development of Hodge dual of homogeneous equation of, 426-431
Einstein field theory of gravitation and, 509
electromagnetic energy from gravitation and, 425
electromagnetic sector of. See Electromagnetic sector of Evans field theory.
fundamental invariants of. See Fundamental invariants of Evans field theory.
Hodge dual of homogeneous field equation and, 506-507
homogeneous field equation and, 505-506
illustration of complete mathematical determination of, 501-504
inhomogeneous field equation and, 507-508
interaction of gravitation and electromagnetism and, 397
mathematical determination of, 501-504
Maxwell-Heaviside field theory of electromagnetism and, 510
of neutrino oscillations, 389-394
mixing of neutrino wavefunctions due to Evans phase and, 390-393
origin of Evans phase in general relativity and, 393-394
standard model of inhomogeneous field equation and, 507-508
summary of, 505-510
class of Evans equations for all differential forms and, 180-184
duality equations and, 180-184
gauge invariant fields and, 180-184
generally covariant electro-weak theory and, 367
glossary of new results and fundamental definitions and, 185-192
inhomogeneous field equation and, 180-184
mathematical proof and, 514
proof of, 173-180
Evans phase
mixing of neutrino wavefunctions due to, Evans field theory of neutrino oscillations and, 390-393
origin of, in general relativity. Evans field theory of neutrino oscillations and, 393-394
Evans phase angle, 391, 393
Index  531

Evans phase law, 254, 291
  of generally covariant unified field
theory, derivation of geometricalphase from, 219-226
  line over which integral is evaluated in, 205
Evans principle of least curvature, 275,
  279, 291, 313, 357, 367, 371, 372
Evans reference charts, 463-468
  development of Maxwell-Heaviside
  field theory into generally
covariant electrodynamics, 467
Evans unified field theory, 463, 464,
  465, 468
  field theories of general relativity, 466
Evans spacetime, 363, 399, 400, 401,
  435, 436, 437, 440, 445, 451, 452,
  454, 456, 489, 492, 507, 508, 509,
  510
  electromagnetic energy from, inter-
  action of gravitation and
electromagnetism and, 397
Evans spin field, 252, 309, 347, 349, 448,
  476, 498
  derivation of Evans wave equation
  from Lagrangian and action and, 147
Evans spin field B(3) inverse Faraday
  effect, derivation of O(3) electro-
dynamics from generally covariant
  unified field theory and, 329
Evans unified field theory, 310, 463, 464,
  465, 468, 472
  calculation of anomalous magnetic
  moment of electron from, 355-363
  derivation of Coulomb law from,
  fundamental laws of electrodyn-
  amics in Unified field theory and,
  518-520
  derivation of Dirac spinor and Dirac
  wave equation from, derivation of
  Lorentz boost from Evans wave
equation and, 232-236
  derivation of O(3) electrodynamics
  from, 345-351
electromagnetic and gravitational
  fields in, spinning and curving of
  spacetime and, 301-326
  evolution equations of R and T and,
  261-267
general wave, field, and force
equations of, 267-271
generally covariant electro-weak
theory and, 367
generally covariant phase factor from,
  199-205
homogeneous and inhomogeneous
  Evans field equations and, 435
  part one, 259-271
  part two, 275-292
Evans wave equations, 114, 164, 166,
  167, 171, 172, 232, 260, 265,
  267-271, 275, 279, 282, 284, 285,
  331, 369, 370, 402-403
  action of, 147, 148-150
  derivation of Dirac's equation from,
  119-134
  derivation of Lorentz boost from,
  229-239
development of, in weak-field limit,
  electrogravitic equation and,
  295-298
  from Lagrangian and action,
  derivation of, 147-168
  unification of gravitational and strong
  nuclear fields and, 137
Evans-Vigier field, 138, 158, 163, 177,
  195, 202
deviation of geometrical phase from
  Evans phase law of generally
covariant unified field theory and,
  219
Evolution equations of R and T, 261-267
Evolution of curvature, 259-271
Evolutionary theory, consequences for,
electromagnetic and gravitational
fields in Evans unified field theory
and, spinning and curving of
  spacetime and, 311-314
Expansion, Maclaurin, of spin
  connection, 449
Experiment
  Chambers, 413
Eddington type. See Eddington type
  experiment.
Experimental tests of Evans theory,
  252-255
Factor
anomalous electron $g$, calculation of anomalous magnetic moment of electron from Evans unified field theory and, 355
phase, 150-165, 196
Faraday effect, inverse. See Inverse Faraday effect (IFE).
Faraday law of induction, 14, 15, 16, 17, 244, 246, 249, 309, 310, 346, 348, 349, 425, 426, 430, 431, 438, 446, 448, 450, 451, 471, 488, 497, 507
derivation of, from Evans field theory, 445-458
electromagnetic energy from gravitation and, 425
fundamental laws of electrodynamics in Unified field theory and, 516 geometrical condition needed for, 446-450 $O(3)$ electrodynamics from general relativity and unified field theory and, 497
Fermat principle, 147, 148, 163, 164, 166, 197, 291, 313, 357, 372
derivation of Evans wave equation from Lagrangian and action and, 147, 166-167
Fermion boson scattering, 375
Fermion resonance, radiatively induced, 243
Feynman calculus, 376, 377, 378
Feynman's "universal influence," 80, 139, 180
Fiber-bundle index, abstract, 375, 377
Field components, magnetic, 13-14, 337-338
Field equations as eigenequation or wave equation, duality and antisymmetric metric and, 42-48
Einstein, 33, 40, 41, 42, 53, 64, 75, 261, 369
of electromagnetism, 30
Evans. See Evans field equations.
general, 259-271
generally covariant. See Generally covariant field equations.
for gravitation and electromagnetism, duality and antisymmetric metric and, 33-37
homogeneous. See Homogeneous field equations (HE).
homogeneous Maxwell-Heaviside, 469-473
inhomogeneous. See Inhomogeneous field equations (IE).
Maxwell-Heaviside. See Maxwell-Heaviside (MH) field equations.
parity-violating, 38
Sachs, 34
Sachs gravitational, 40
unified, 78, 250
Field strength, magnetic, 473
Field tensor, 495
antisymmetric, 35, 57
Einstein, 7
electromagnetic, 31, 36, 40
of electromagnetism, 498
generally covariant electromagnetic, 31, 58
magnetic, generally covariant, 36
Field theory charge-current density of, 484
Einstein, 305-306, 509
Evans. See Evans field theory.
Evans unified. See Evans unified field theory.
gauge, 85
gauge Yang Mills, 10
of general relativity, 466
generic gauge, 78, 79
Maxwell-Heaviside. See Maxwell-Heaviside (MH) field theory.
quantum, 39
unified. See Unified field theory.
Field unification, unification of gravitational and strong nuclear fields and, 137
Field vector, generally covariant, 36-37
Field-matter interaction, 494, 517
Fields, 510
$B(3)$. See $B(3)$ field.
Einstein, 261
electric, 15, 337, 447, 519
electromagnetic. See Electromagnetic field.
electromagnetic potential, 268
Evans, limiting forms of, electromagnetic and gravitational fields in
Evans unified field theory and, spinning and curving of spacetime
and, 305-311
Evans-Vigier. See Evans-Vigier field.
four, 63
gauge. See Gauge field.
gauge invariant, 105, 106
gauge invariant electromagnetic, 181
gauge invariant gravitational, 181
gravitational. See Gravitational field.
gravitational potential, 268
magnetic, 212, 254, 255, 312, 313
generally covariant, 57
radiated, transverse plane waves of, 476
nuclear, strong, and gravitational
fields, unification of, 137-144
O(3) electromagnetic, 82, 83
parity violating, duality and
antisymmetric metric and, 38-42
scalar, 80
spin. See Spin field.
spinor, 80
static magnetic, 211
strong. See Strong field.
strong nuclear and gravitational,
unification of, 137-144
symmetric tensor, 80
vector, 80
weak, 48, 63, 76, 77
weak neutral, 385
First Bianchi identity. See Bianchi
identity.
First Maurer-Cartan structure relation. See Maurer-Cartan structure
relations.
First-order differential equation,
derivation of Dirac equation as,
derivation of Lorentz boost from
Evans wave equation and, 236-237
Flat spacetime, 25-26, 246, 400, 401,
447, 507
Fluxon, 80
Force equations
of Evans theory, 267-271
general, 250-271
Lorentz, 271
Newton, 284
Form
curvature, 317
Riemann, 183, 317, 508
spin, 315
Form notation, differential, 472
Formula, Stokes, 219, 407, 410, 411
Foucault pendulum, 224-225
Four fields, 63
Four fundamental laws of electrodynamics in Unified field theory,
515-520
Four-current density, 82
Four-spinors, 175
Dirac, 174
Four-tensor
dual rank-two electromagnetic
pseudo, 16
rank-two electromagnetic, 16
Four-vector, 73
covariant, 57
generally covariant, 57
metric, 54, 77, 119
metric, derivation of Dirac’s equation
from Evans wave equation and,
119
Free space, 517
Free space condition, 497, 502
mathematical proof and, 511-512
Free space electromagnetism, 490, 494
free of gravitation influence, 488
Frequency
origin of, electromagnetic and
gravitational fields in Evans
unified field theory and, spinning
and curving of spacetime and, 301
rest, 76
Fundamental charge-current three-
forms, 508
Fundamental geometrical equations
of unified field matter theory,
derivation of O(3) electrodynamics
from generally covariant unified
field theory and, 330-332
Fundamental invariants of Evans field
theory, 407-421
Aharonov Bohm effects and, 413-416
derivation of Heisenberg equation of motion and origin of Planck constant and, 417-421
inverse structure theorem and, 412
structure and identity invariants of differential geometry and, 408-411
Fundamental laws of electrodynamics in Unified field theory, 515-520

G

g factor, anomalous electron, calculation of anomalous magnetic moment of electron from Evans unified field theory and, 355
Gamma connection elements of, 502, 504 scalar elements of, 503
Gauge field, 105 O(3), 85 in O(3) electrodynamics, 92
Gauge field theory, 85 generic, 78, 79 Yang-Mills, 10, 58, 59, 247
Gauge invariance of phase law, 211-212
Gauge invariant electromagnetic field, 181
Gauge invariant fields, 105, 106
Gauge invariant gravitational field, 181
Gauge invariant Yang Mills type field theory, 58, 59
Gauge transformation, 79
Gauge transformation equation, 78
Gauge Yang Mills field theory, 10
Gauss law, 17, 244, 246, 249, 309, 310, 346, 348, 349, 425, 426, 430, 431, 438, 446, 448, 450, 451, 471, 488, 497, 507
derivation of, from Evans field theory, 445-458
fundamental laws of electrodynamics in Unified field theory and, 516 geometrical condition needed for, 446-450
Gell-Mann color triplet, unification of gravitational and strong nuclear fields and, 137
Gell-Mann quark color, 139 General covariance, 41
General force and field equations, 259-271
General metric tensor, 173
General relativity, 6, 7, 9, 30, 37, 41, 42, 47, 48, 53, 59, 77, 81, 87, 167, 246, 262, 285, 290, 291, 307, 409, 414, 445, 446, 489, 495, 496, 499
derivation of Dirac equation of, 121-127 from Evans wave equation and, 119 derivation of wave particle and quantum mechanics from, 166-167 duality and antisymmetric metric and, 26-33
field theories of. See Field theories of general relativity.
metric tensor in, 6-8
Newton second law in, 34
O(3) electrodynamics from, 495-499 origin of Evans phase in, Evans field theory of neutrino oscillations and, 393-394 origin of Planck constant in, 147-168
Generally covariant electric field, 57
Generally covariant electric field tensor, 36
Generally covariant electric pseudo-vector, 33
Generally covariant electrodynamics derivation of geometrical phase from Evans phase law of generally covariant unified field theory and, 219
development of Evans wave equations in weak-field limit and, electrogravitic equation and, 295-298
development of Maxwell-Heaviside field theory into, 467
Generally covariant electromagnetic field tensor, 31, 58
Generally covariant electro-weak theory, 367-386
Evans electro-weak theory and, 370-381
Generally covariant field equations generally covariant field equation for gravitation and electromagnetism and, 56-58
for gravitation and electromagnetism, 53-60
fundamental geometrical concepts and, 54-55
generally covariant field equation and, 56-58
Generally covariant field vector, 36-37
Generally covariant four-vector, 57
Generally covariant magnetic and electric field axial vector components, 33
Generally covariant magnetic field, 57
Generally covariant magnetic field pseudo-vector, 36
Generally covariant magnetic field tensor, 36
Generally covariant magnetic pseudo-vector, 33
Generally covariant (O(3)) electrodynamics, tetrad in, equations of grand unified field theory in terms of Maurer-Cartan structure relations of differential geometry and, 99-103
Generally covariant phase factor from Evans unified field theory, 199-205
Generally covariant phase of electromagnetism, 498
Generally covariant Stokes law, 224
Generally covariant unified field theory, 275
derivation of geometrical phase from Evans phase law of, 219-226
derivation of Lorentz boost from Evans wave equation and, 229
derivation of O(3) electrodynamics from, 329-341
derivation of O(3) electrodynamics from Evans unified field theory and, 345
Generally covariant wave equation, 64-65, 74, 311
derivation of, 67-70
for Grand unified field theory, 63-93
derivation of generally covariant wave equation and, 67-70
derivation of Poisson and Newton equations, 72-78
fundamental equations in terms of metric vector and, 70-71
fundamental equations of physics derived from wave equation and, 78-88
Generic gauge field theory, 78, 79
Geodesic equation, 71, 77
Geodesic (propagation path) for O(3) radiation, 84
Geodynamics, spacetime, 413, 419, 421
basic definitions and, 3-6
electric component of propagating electromagnetic radiation and, 12-18
generally covariant field equation for gravitation and electromagnetism and, 54-55
magnetic component of propagating electromagnetic radiation and, 8-12
metric tensor in general relativity and, 6-8
rank-three and rank-four totally antisymmetric unit tensor and, 21
rotating metric vector and, 8-18
Geometrical condition needed for Gauss law of magnetism, Faraday law of induction, and derivation of O(3) electrodynamics, 446-450
Geometrical equations, fundamental, of unified field matter theory, derivation of O(3) electrodynamics from generally covariant unified field theory and, 330-332
Geometrical phase, derivation of, from Evans phase law of generally covariant unified field theory, 219-226
derivation of Berry phase from Evans phase and, 223-226
derivation of Tomita-Chiao effect from Evans phase law and, 220-223
Geometry, 18, 262, 291
differential. See Differential geometry.
Riemann, 7, 41, 46, 58, 59, 171, 176, 248, 251, 301, 302, 417
Glashow, Weinberg and Salaam (GWS) theory, 351, 367, 368, 375, 382, 383, 385

Grand unified field theory (GUFT), 295

as differential geometry, 103-106
equations of, in terms of Maurer-Cartan structure relations of differential geometry, 97-116
tetrad in generally covariant (O(3)) electrodynamics and, 99-103
Evans equations and, 103-106
generally covariant wave equation for, 63-93
inter-relation of fields and, 107-115
Maurer-Cartan structure relations and, 103-106
Poisson equation and, 107-115
quantum, 97

absence of, 439
electromagnetic current and energy due to, 425
electromagnetic energy from. See Electromagnetic energy from gravitation.
and electromagnetism, interaction of, first Bianchi identity of differential geometry and homogeneous Evans field equation and, 398-401
field equation for, duality and antisymmetric metric and, 33-37
generally covariant field equations for, 53-60
generally covariant wave equation for Grand unified field theory and, 63
interaction of electromagnetism and, homogeneous and inhomogeneous Evans field equations and, 441-442
Newtonian, 485, 517, 518
presence of, 439
pure, 305
universal, 74
Gravitational Aharonov-Bohm effect, 311
Gravitational and strong nuclear fields, unification of, 137-144
Gravitational field, 7, 26, 301-326
in Evans unified field theory, spinning and curving of spacetime and, 301-326
gauge invariant, 181
Gravitational field equation
Newton, 42
Sachs, 40
Gravitational potential fields, 268
Gravitational theory, Einstein’s, 302
Gravitational torsion, 486
Green theorem, 198, 199
GUFT. See Grand unified field theory (GUFT).
GWS theory. See Glashow, Weinberg and Salaam (GWS) theory.

H
Hadron collider experiments, heavy, 382
Hamilton principle of least action, 147, 148, 163, 164, 166, 225-226, 291, 313, 357, 372, 420
derivation of Evans wave equation from Lagrangian and action and, 147, 166-167
Hamiltonian operator, 77, 167, 282
Hannay angle, 223-224
HE. See Homogeneous field equations (HE).
Heaviside-Larmor-Rainich dual transform, 19
Heavy hadron collider experiments, 382
Heisenberg Bohr quantum mechanics, 389, 392
Heisenberg commutator equation, 167
Heisenberg commutator relation, 167
Heisenberg equations, 417, 420
derivation of, 275-292
of motion and origin of Planck constant, derivation of, fundamental invariants of Evans field theory and, 417-421
Heisenberg operation, 284
Heisenberg uncertainty principle, 259, 265, 278
replacement of, 275-292
Helix, 84, 307
Helix AB, circle whose circumference is same as arc length of, 204
Index 537

Higgs mechanism, 39, 367, 368, 375, 382, 383, 385

Higher symmetry electromagnetism, generally covariant wave equation
for Grand unified field theory and, 63

Hodge dual, 137, 139, 155, 426, 428-429, 430, 440, 441, 451, 452, 454, 455, 456-457, 458, 483, 492, 493, 496, 509
emergence of gravitational and, 425
homogeneous and inhomogeneous Evans field equations and, 435
of homogeneous equation of Evans field theory, development of, 426-431
of homogeneous field equations, 506-507
Homogeneous field equations (HE), 36, 37, 248, 321, 446-447, 470-471, 483-484, 487
electromagnetic energy from gravitation and, 425
of Evans field theory, Hodge dual of, development of, 426-431
Evans field theory and, 505-506
first Bianchi identity of differential geometry and, interaction of gravitation and electromagnetism and, 398-401
Hodge dual of, 506-507
and inhomogeneous Evans field equations, 435-442
development of current terms \( j \) and \( J \) and, 437-441
interaction of electromagnetism and gravitation and, 441-442
O(3) electrodynamics from general relativity and unified field theory and, 495
Homogeneous Maxwell-Heaviside field equation, standard tensor formulation of, 469-473
Huygens principle, 355
Hypothesis, Pinter, 403

\( I \)
Identity

Bianchi. See Bianchi identity.
Jacobi, 15-16, 19, 32, 35, 57, 58, 244, 245, 271
Identity invariants of differential geometry, fundamental invariants of Evans field theory and, 408-411
IE. See Inhomogeneous field equations (IE).
IFE. See Inverse Faraday effect (IFE).
IMH. See Inhomogeneous Maxwell-Heaviside equation (IMH).
Index notation, complete, homogeneous field equation and, 505
Infinite spacetime compression, 428
Infinitesimal area of surface, 33
Inhomogeneous current, 455
Inhomogeneous field equations (IE), 36, 37, 182, 248, 250, 456, 469-470, 483, 487-494
Coulomb law in Evans field theory and, 493
discussion of, 494
Evans field theory and, 507-508
homogeneous field equation (HE) and. See Homogeneous field equation (HE) and inhomogeneous Evans field equations.
O(3) electrodynamics from general relativity and unified field theory and, 495-499
simplification of, fundamental laws of electrodynamics in Unified field theory and, 517
tensorial representation of, 484
tensorial structure of, 483-486, 493
Inhomogeneous laws, four fundamental laws of electrodynamics in Unified field theory and, 515
Inhomogeneous Maxwell-Heaviside equation, 455
Inhomogeneous Maxwell-Heaviside field equations, standard tensor formulation of, 469-473
Integral, line over which, is evaluated in non-Abelian Stokes theorem and Evans phase law, 205
Integrated spin connections, 411
Interaction
of electromagnetism and gravitation,
  homogeneous and inhomogeneous
  Evans field equations and, 441-442
  field-matter, 494, 517
  of gravitation and electromagnetism,
  397-403
Interferometer
  Mach/Zehnder, 165
  Michelson. See Michelson interferometry.
  physical optics, Sagnac effect, and
  Aharonov-Bohm effect in Evans unified field theory and, 195
  Sagnac, 165, 198
two-slit, 165
Young, 165, 253
Inter-relation of fields, grand unified field theory and, 107-115
Invariance, gauge, of phase law, 211-212
Invariant electromagnetic field, gauge, 181
Invariant fields, gauge, 105, 106
Invariant gravitational field, gauge, 181
Invariant Yang Mills type theory, gauge, 58, 59
Invariants
  Casimir, 147, 158, 162-163, 202, 231,
  279, 287, 407-408, 410
  fundamental, of Evans field theory.
  See Fundamental invariants of Evans field theory.
  structure and identity, of differential geometry, fundamental invariants
  of Evans field theory and, 408-411
Inverse Faraday effect (IFE), 177,
  195-196, 243, 252, 253, 308, 334,
  402, 431, 448, 449, 498, 499
Evans spin field B(3), derivation
  of O(3) electrodynamics from
  generally covariant unified field theory and, 329
Inverse law, Newton, 519
Inverse matrix, 102
Inverse of tetrad matrix, 100
Inverse square law of Newton, 35, 74,
  284, 517, 519
Inverse structure theorem, 407
fundamental invariants of Evans field
  theory and, 412
Inverse symmetry breaking, 249
Inverse tetrad, 102
Iron whisker, 211
"Irreducible Tensorial Sets," 477
Isospinor, 375, 383
J
  J, development of term of, homogeneous and inhomogeneous Evans field
  equations and, 437-441
  j, development of term of, homogeneous and inhomogeneous Evans field
  equations and, 437-441
Jacobi identity, 15-16, 19, 32, 35, 57, 58,
  244, 245, 271
K
  Kamiokande collaboration, super, 382
  Kinetic energy, Newton, 281
  Klein-Gordon equation, 44, 48, 63, 65,
  76, 87, 107, 114, 128, 129, 231,
  234, 235, 275, 278, 279, 280, 282,
  283, 285, 286
  Kronecker delta, 43, 73, 175, 428
L
  Lagrangian, 147, 148-150, 212, 351
  Lagrangian density
    and action of Evans wave equation,
    147, 148-150
    scalar, 291
  Law
    Coulomb. See Coulomb law.
    energy conservation, 77, 78
    Evans phase. See Evans phase law.
    fundamental, of electrodynamics in
      Unified field theory, 515-520
    Gauss. See Gauss law.
    Newton, 34, 35, 37, 63, 72, 74, 77
    Newton inverse, 519
    phase. See Phase law.
    Planck, 128
    Stokes, 290
  Least action, Hamilton principle of, 147,
    148, 163, 164, 166-167, 225-226,
    291, 313, 357, 372, 420
Least curvature
   Evans principle of, 275, 279, 291, 313, 357, 367, 371, 372
   principle of, 166
   unification of Fermat and Hamilton
   principles in, 166-167
   scalar, 150-151
   of universe, minimum, 419
Leibnitz rule, 46, 178
Leibnitz theorem, 70, 78, 79, 151, 183, 278, 311, 317, 319, 325, 454, 490
Lemma
   Evans. See Evans lemma.
   Poincaré, 24-25, 179, 182, 199, 244, 245
Length, Planck, 76, 127
Levi-Civita symbol, 5, 6, 21, 138, 331, 347, 428, 440, 452, 492, 496, 497, 506
Levi-Civita tensor, 429, 450, 452, 506
Limit
   Einsteinian, 305
   Maxwell-Heaviside, 312, 505
   Newtonian, 73, 74
   weak field, 74, 75, 82, 295-298
   development of Evans wave equations in, electrogravitic equation and, 295-298
Limiting forms of Evans field, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 305-311
Line element, spacetime Minkowski, 25
Line over which integral is evaluated in non-Abelian Stokes theorem and, Evans phase law, 205
Linear polarization, 448
Lorentz boost, 120, 131, 133, 134
   derivation of, from Evans wave equation, 229-239
   derivation of Dirac equation as first-order differential equation and, 236-237
   derivation of Dirac spinor and Dirac wave equation from Evans theory and, 232-236
Lorentz covariant, 182, 496
Lorentz force equation, 271
Lorentz transformation, 25, 34, 155, 174, 349, 408, 410, 445
Lorentz-Fitzgerald contraction, 239
M
   Mach's principle, 37, 41
   Mach/Zehnder interferometer, 165
Maclaurin expansion of spin connection, 449
Magnetic Aharonov-Bohm effect, 255
Magnetic component of propagating electromagnetic radiation, rotating metric vector and, 8-12
Magnetic field, 212, 254, 255, 312, 313 generally covariant, 57
   radiated, transverse plane waves of, 476
   static, 211
Magnetic field axial vector components, generally covariant, 33
Magnetic field components, 13-14, 337-338
Magnetic field pseudo-vector, generally covariant, 36
Magnetic field strength, 473
Magnetic field tensor, generally covariant, 36
Magnetic moment
   anomalous, of electron, calculation of, from Evans unified field theory, 355-363
   of electron, anomalous, calculation of, from Evans unified field theory, 355-363
Magnetic pseudo-vector, generally covariant, 33
Magnetism, Gauss law of. See Gauss law.
   Magnetization, 472
   Mass, 420, 517
   boson, 386
   neutrino, 389-394
   Mathematical determination of Evans field theory, 501-504
Mathematical prerequisites
   basic geometrical concepts and, 3-21
   duality and antisymmetric metric and, 23-48
   Mathematical proofs, 511-514
Evans lemma and, 514
free space condition and, 511-512
tetrad postulate and, 512-513

Matrix
asymmetric, 302-303
Dirac. See Dirac matrices.
inverse, 102
Pauli, 121-122, 174, 237, 253, 359, 373
tetrad, inverse of, 100

Maurer-Cartan structure equations,
346, 411, 449, 450, 496
Maurer-Cartan structure relations, 86,
90, 97-116, 138, 153, 181, 195,
220, 247, 295, 301, 303-304, 334,
393-394, 408-409, 453, 456, 495
electromagnetic and gravitational
fields in, Evans unified field theory
and, spinning and curving of
spacetime and, 315, 317-319
electromagnetic and gravitational
fields in Evans unified field theory
and, spinning and curving of
spacetime and, 315, 317-319
Maxwell-Heaviside (MH) electrodynamics,
65, 181-182
Maxwell-Heaviside (MH) field equations,
19, 165, 177, 244, 309, 338,
426-427, 435, 451, 491
homogeneous, 469-473
standard tensor formulation of,
469-473
inhomogeneous, 455
standard tensor formulation of,
469-473
Maxwell-Heaviside (MH) field theory,
138, 153-154, 162, 171-172, 195,
220, 251, 306-307, 309, 310, 313,
341.231, 349, 397, 400, 401, 414,
415, 445, 458, 494, 495, 510
development of, into generally
covariant electrodynamics, 467
of electromagnetism, 510
shortcomings of, physical optics and,
196-199
Maxwell-Heaviside (MH) limit, 312, 505
"Meaning of Relativity, The" 479
Mechanics
causal wave, 265
quantum. See Quantum mechanics.
wave, 44, 77
MEG. See Motionless electromagnetic
generator (MEG).
Metric
antisymmetric, 23-48, 173, 479-481
duality and, 23-48
antisymmetric metric tensor, 3, 53,
54, 203
determinant of, 457
non-Minkowski, 26
symmetric, 79, 173, 302
Metric coefficient, 27, 29
Metric compatibility, 69, 70, 72, 73, 74,
77, 78
Metric compatibility postulate, 302
Metric four-vector, 54, 77
derivation of Dirac’s equation from
Evans wave equation and, 119
Metric quantity, scalar, 23
Metric tensor, 3, 29, 73, 77, 458
antisymmetric, 3, 54, 55, 303
general, 173
in general relativity, 6-8
symmetric, 23, 25, 28, 29, 34, 54, 55,
69, 73, 104
Metric transform, dual, 19
Metric vector, 73, 83
fundamental equations in terms of,
70-71
rotating. See Rotating metric vectors.
MH. See Maxwell-Heaviside entries.
Michelson interferometry, 152, 164, 165,
196, 197, 205-206
reflection and, 205-206
Minkowski line element, spacetime, 25
Minkowski spacetime, 246, 313, 370,
399, 400, 401, 410, 435, 437, 439,
447, 454, 455, 458, 507, 509
Mixing of neutrino wavefunctions due to
Evans phase, Evans field theory of
neutrino oscillations and, 390-393
Molecular quantum mechanics, 167
Moment, anomalous magnetic, of
electron, anomalous, calculation
of, from Evans unified field theory,
355-363
Momentum
angular, 167
photon, magnitude of, 163
Momentum tensor, antisymmetric energy, 35
Momentum vector, canonical energy, 42
Motion, Heisenberg equation of, derivation of, and origin of Planck constant, fundamental invariants of Evans field theory and, 417-421
Motionless electromagnetic generator (MEG), 296, 297
Muon-neutrinos, 382, 389-394

N
Neutral field, weak, 385
Neutrino, 377, 382
Neutrino electrons, 375
Neutrino mass, 389-394
Neutrino oscillations, 382, 389-394
Evans field theory of, 389-394
Neutrino wavefunctions, mixing of, due to Evans phase, Evans field theory of neutrino oscillations and, 390-393
New technology, consequences for, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 311-314
Newton equation, 44, 65, 67, 275 derivation of, 72-78
Newton force equation, 284
Newton gravitation, 485, 517, 518
Newton gravitational field equation, 42
Newton inverse law, 519
Newton inverse square law, 35, 74, 284, 517, 519
Newton kinetic energy, 76-77, 281
Newton laws, 35, 37, 63, 72, 74, 77
Newton second law in general relativity, 34
Newtonian limit, 73, 74
Non-Abelian Stokes theorem, line over which integral is evaluated in, 205
Non-Euclidean spacetime, 172, 246
Non-Minkowski metric, 26
Non-Minkowski spacetime, 359, 426
duality and antisymmetric metric and, 26-33
Normal coordinate system, Riemann, 454
Notation
complete index, homogeneous field equation and, 505
differential form, 472
spin connection, 505
tangent bundle, 505
tensor. See Tensor notation.
vector. See Vector notation.
Nuclear fields, strong, and gravitational fields, unification of, 137-144
Number, Avogadro’s, 253
Numerical methods of solutions, derivation of Gauss law of magnetism, Faraday law of induction, and O(3) electrodynamics from Evans field theory and, 451-458

O
O(3) electrodynamics, 59, 81, 82, 137, 177, 250, 310, 476-477, 498-499, 512
derivation of
from Evans unified field theory, 345-351, 445-458
from generally covariant unified field theory, 329-341
fundamental geometrical equations of unified field matter theory and, 330-332
generically needed for, 446-450
equations of, 332-341
grand unified field theory in terms of
Maurer-Cartan structure relations of differential geometry and, 97
from general relativity and unified field theory, 495-499
Faraday law of induction and, 497
homogeneous field equation and, 495
inhomogeneous field equation and, 495-499
generally covariant, tetrad in,
equations of grand unified field theory in terms of Maurer-Cartan
structure relations of differential geometry and, 99-103
generally covariant field equation for gravitation and electromagnetism and, 53
generally covariant wave equation for Grand unified field theory and, 63
limit of, 346-348
O(3) electromagnetic field, 82, 83
O(3) gauge field, 85
Objective physics, 402
Occham’s Razor, 41, 211, 307, 362
One-forms of differential geometry, 28
Operation, Heisenberg, 284
Operator
d’Alembertian, 47, 64, 107, 139, 179
Hamiltonian, 77, 167, 282
Optical Aharonov-Bohm effect, 311
Optical Berry phase, 223-224
Optics, physical. See Physical optics.
Origin
of Evans phase in general relativity, Evans field theory of neutrino oscillations and, 393-394
of Planck constant, derivation of Heisenberg equation of motion and, fundamental invariants of Evans field theory and, 417-421
of wavenumber and frequency, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 301
Orthogonal coordinate system, 3
Orthonormal tangent space, 99
Oscillations, neutrino, 382, 389-394
Evans field theory of, 389-394
Oscillatory universe without singularity, 259-271

\( P \)
Pancharatnam phase, 225
Parallel transport, equation of, 70
Parity violating field equation, 38
Parity violating fields, duality and antisymmetric metric and, 38-42
Parity violating weak field, 38-39
Pauli basis, 121
Pauli Lubanski vector, 408
Pauli matrices, 121-122, 174, 237, 253, 359, 373
Pauli spinors, 131, 132, 133, 233, 235, 358, 369, 373
Pauli two-spinors, 174
Pendulum, Foucault, 224-225
Permeability, vacuum, 57
Phase
Dirac-Wu-Yang, 147, 153, 154, 155, 156, 157, 158, 159, 160, 164, 167, 195-196, 209-211
electromagnetic, 8, 83
Evans. See Evans phase.
geometrical, derivation of, from Evans phase law of generally covariant unified field theory, 219-226
Pancharatnam, 225
Wu-Yang, 162
Wu-Yang-Dirac, 153, 165
Phase angle, Evans, 391, 393
Phase effects, topological. See Topological phase effects.
Phase factor, 196
origin of Planck constant in general relativity and, 150-165
Phase law
Evans. See Evans phase law.
gauge invariance of, 211-212
Phase tensor, 290
Phenomenon, spin, 303
Photon, The Enigmatic, 253, 477
Photon momentum, magnitude of, 163
Physical optics
in Evans unified field theory, 195-215
physical, in Evans unified field theory, 195-215
shortcomings of Maxwell-Heaviside field theory in, 196-199
Physics
Aharonov-Bohm effect in the Evans unified field theory and, 195-215
basic geometrical concepts and, 3-21
calculation of anomalous magnetic moment of electron from Evans unified field theory and, 355-363
causal, 402
causal quantum mechanics and, 259-271
derivation of Dirac’s equation from the Evans wave equation and, 119-134
derivation of Faraday law of induction and, 445-458
derivation of Gauss law of magnetism and, 445-458
derivation of geometrical phase from Evans phase law of generally covariant unified field theory and, 219-226
derivation of Heisenberg equation and, 275-292
derivation of Lorentz boost from Evans wave equation and, 229-239
derivation of O(3) electrodynamics from Evans field theory and, 445-458
derivation of O(3) electrodynamics from generally covariant unified field theory and, 345-351
derivation of O(3) electrodynamics from generally covariant unified field theory and, 329-341
derivation of the Evans wave equation from the Lagrangian and action and, 147-168
derived from wave equation, fundamental equations of, 78-88
developed theory and, 51-458
development of Evans wave equation in weak-field limit and, 295-298
duality and antisymmetric metric and, 23-48
electrogravitic equation and, 295-298
electromagnetic and gravitational fields in Evans unified field theory and, 301-326
electromagnetic energy from gravitation and, 425-432
equations of grand unified field theory in terms of the Maurer-Cartan structure relations of differential geometry and, 97-116
Evans field theory of neutrino oscillations and, 389-394
Evans lemma of differential geometry and, 171-192
evolution of curvature and, 259-271
fundamental invariants of Evans field theory and, 407-421
general force and field equations and, 259-271
generally covariant electro-weak theory and, 367-386
generally covariant field equation for gravitation and electromagnetism and, 53-60
generally covariant wave equation for grand unified field theory and, 63-93
homogeneous and inhomogeneous Evans field equations and, 435-442
interaction of gravitation and electromagnetism and, 397-403
mathematical prerequisite and, 1-48
new concepts from Evans unified field theory and
part one, 259-271
part two, 275-292
objective, 402
origin of the Planck constant in general relativity and, 147-168
oscillatory universe without singularity and, 259-271
physical optics and, 195-215
replacement of Heisenberg uncertainty principle and, 275-292
Sagnac effect and, 195-215
spinning and curving of spacetime and, 301-326
technical references and, 461-520
unification of gravitational and strong nuclear fields and, 137-144
Pinter hypothesis, 403
Planck constant, 147, 155, 163, 166, 210, 275, 277, 291, 332, 356, 418, 419
origin of
derivation of Heisenberg equation of motion and, fundamental invariants of Evans field theory and, 417-421
in general relativity, 147-168
Planck law, 128
Planck length, 76, 127
Planck postulate, 108
Planck/de Broglie postulate, 76, 82
Poincar group of special relativity, 163, 231, 408
Poincar lemma, 24-25, 179, 182, 199, 244, 245
converse of, 25
Poisson equation, 45, 63, 65, 67, 72, 74, 75, 82, 107, 108-110, 284, 285, 295, 297
derivation of, 72-78
grand unified field theory and, 107-115
Polarization, 472, 491
circular, 438, 447, 448, 477, 501, 502, 504
linear, 448
Polarized radiation, circularly, 447
Postulate
de Broglie, 416, 417, 418
Planck, 108
Planck/de Broglie, 76, 82
tetrad. See Tetrad postulate.
Potential, 512
electromagnetic, 65
Potential fields
electromagnetic, 268
gravitational, 268
Power, electric, 442, 486
Prerequisites, mathematical. See Mathematical prerequisites.
Primordial theism, 369
Principle
de Broglie, 148
Evans, of least curvature, 275, 279, 291, 313, 357, 367, 371, 372
Fermat. See Fermat principle.
Huygens, 355
of least curvature, unification of
Fermat and Hamilton principles in, 166-167
Mach’s, 37, 41
Proca equation, 45, 65, 82, 107, 114, 236, 286
Proofs, mathematical. See Mathematical proofs.
Propagating electromagnetic radiation
electric component of, rotating metric vector and, 12-18
magnetic component of, rotating metric vector and, 8-12
Propagation, 82
Proportionality coefficient, 42
Pseudo four-tensor, dual rank-two
  electromagnetic, 16
Pseudo-tensor, dual, 13
Pseudo-vector
generally covariant electric, 33
generally covariant magnetic field, 36
Pure electromagnetism, 305
Pure gravitation, 305
Q
Quantization, causal, 259
Quantum electrodynamics, criticisms of,
calculation of anomalous magnetic moment of electron from Evans unified field theory and, 361-362
Quantum field theory, 39
Quantum grand unified field theory, 97
Quantum mechanics, 76, 77, 414
causal, 259-271
derivation of, from general relativity,
  166-167
Heisenberg Bohr, 389, 392
molecular, 167
momentum, 167
Quark color, Gell-Mann, 139
Quark color triplet, 140, 141
derivation of, unification of gravitational and strong nuclear fields and, 140-144
Quark Lagrangian, 140
Quarks, 377
R
R
equations of, 259
evolution equations of, 261-267
Radiated magnetic field, transverse plane waves of, 476
Radiation
circularly polarized, 447
electromagnetic, 8, 9
propagating electromagnetic. See Propagating electromagnetic radiation.
Radiatively induced fermion resonance (RFR), 243
Index  545

Rank-four totally antisymmetric unit tensor, 21
Rank-three totally antisymmetric unit tensor, 21
Rank-two electromagnetic four-tensor, 16
Rank-two electromagnetic pseudo four-tensor, dual, 16
Razor, Occham’s, 41, 211, 307, 362
Reference charts, Evans. See Evans reference charts.
References, technical. See Technical references.
Reflection and Michelson interferometry, 205-206
physical optics, Sagnac effect, and Aharonov-Bohm effect in Evans unified field theory and, 195
Relation, Heisenberg commutator, 167
Relativity general. See General relativity.
special. See Special relativity.
Replacement of Heisenberg uncertainty principle, 275-292
Resonance, radiatively induced fermion, 243
Rest curvature, 107-108, 419-420
Rest energy, 76, 280
Rest frequency, 76
Rest wavenumber, 114
RFR. See Radiatively induced fermion resonance (RFR).
Ricci tensor, 7, 33-34, 41, 68
antisymmetric, 35
Riemann curvature elements, 519
Riemann curvature tensor, 32
Riemann form, 183, 317, 508
Riemann geometry, 7, 41, 46, 58, 59, 171, 176, 248, 251, 301, 302, 417
Riemann normal coordinate system, 454
Riemann spacetime, 56, 397, 452, 489
Riemann tensor, 67, 68, 69, 85, 183, 246, 248, 301-302, 318, 323, 439, 453, 458, 489, 504, 520
Rotating metric vectors
electric component of propagating electromagnetic radiation and, 12-18
magnetic component of propagating electromagnetic radiation and, 8-12
Rotating tangent vectors, 84
Rule commutator, 513
Leibnitz, 46, 178

Sachs field equation, 34
Sachs gravitational field equation, 40
Sachs spin curvature tensor, 34
Sachs theory, 39-40
duality and antisymmetric metric and, 38-42
Sagnac effect, 147, 154, 160, 161, 162, 164, 195-215, 225
Sagnac interferometer, 165, 198
Scalar, 480, 481, 502
Scalar curvature, 7, 68, 150-151, 179, 409
Scalar elements, 504
of current, 516
of gamma connection, 503
Scalar fields, 80
Scalar Lagrangian density, 291
Scalar metric quantity, 23
Scalar-valued vielbein components, 84
School Copenhagen, 231, 277, 331, 350, 362, 391, 392
Determinist, 350
Second Bianchi identity. See Bianchi identity.
Second Maurer-Cartan structure relation. See Maurer-Cartan structure relations.
Second-order differential equation, 266
Second-order wave equation, 266
Sector, electromagnetic. See Electromagnetic sector of Evans field therapy.
Silver, B.L., 477
Simplification of IE, fundamental laws of electrodynamics in Unified field theory and, 517

Single particle wave-equation, 63

Singularity, oscillatory universe without, 259-271

Space, 510
Euclidean, 23, 25, 475, 510
Euclidean tangent, 83
tangent, 66

Spacetime, 25-26, 485, 486, 515
curving of, 301-326, 359, 499
Euclidean, duality and antisymmetric metric and, 21-26
Evans. See Evans spacetime.
flat, 25-26, 246, 400, 401, 447, 507
non-Euclidean, 172, 246
non-Minkowski, 26-33, 359, 426
duality and antisymmetric metric and, 26-33
Riemann, 56, 397, 452, 489
spinning, 301-326, 499
and curving of, electromagnetic and gravitational fields in Evans unified field theory and, 301-326
tangent, 513
tangent bundle, 369

Spacetime compression, infinite, 428
Spacetime curvature, 520

Spacetime geodynamics, 413, 419, 421
Spacetime Minkowski line element, 25
Spacetime torsion, 269
Spacetime translation, 408

Special relativity, 7, 34, 76, 246, 435, 495, 506
derivation of Dirac equation of, 119, 127-128
duality and antisymmetric metric and, 21-26

Poincar group of, 163, 231, 408
Spin affine connections, 85
Spin connection, 176, 248, 501, 502, 505, 508, 510, 512
derivation of O(3) electrodynamics from Evans unified field theory and, 345

integrated, 411
Maclaurin expansion of, 449
Spin connection notation, homogeneous field equation and, 505
Spin curvature tensor, Sachs, 34
Spin field, 498-499
Evans. See Evans spin field.
Spin form, 315
Spin phenomenon, 303
Spinning spacetime, 499
electromagnetic and gravitational fields in Evans unified field theory and, 301-326
Spinor fields, 80
Spinors
Dirac. See Dirac spinors.
Pauli, 131, 132, 133, 233, 235, 358, 369, 373
Square law, inverse, of Newton, 35, 74, 284, 517, 519
Standard tensor formulation of inhomogeneous and homogeneous Maxwell-Heaviside field equations, 469-473
Ampere-Maxwell law and, 469, 470
Coulomb law and, 469
differential form notation of, 472
Evans unified field theory and, 472
Faraday law of induction and, 471
Gauss law and, 471
homogeneous field equation and, 470-471
inhomogeneous field equation and, 469-470
notes on, 472-473
overall result of, 471-472
units and constants and, 472
Static magnetic field, 211
Stokes formula, 219, 407, 410, 411
Stokes law, 290
generally covariant, 224
Stokes theorem, 147, 153, 154, 155, 156, 157, 158, 159, 160, 164, 167, 195, 196, 198, 199, 202-203, 209-211, 393
non-Abelian, line over which integral is evaluated in, 205
Strength
electric field, 447
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field, magnetic, 473
magnetic field, 473
String theory, 277, 333, 376
Strong field, 63
generally covariant wave equation for
Grand unified field theory and, 63
unification of gravitational and strong
nuclear fields and, 137
Strong field theory, 80, 81
Strong nuclear and gravitational fields,
unification of, 137-144
Structure and identity invariants of
differential geometry, fundamental
invariants of Evans field theory
and, 408-411
Structure equations, Maurer-Cartan,
346, 411, 449, 450, 496
Structure relations, Maurer-Cartan.
See Maurer-Cartan structure
relations.
Sum, cyclic, 323
Super Kamiokande collaboration, 382
Surface, infinitesimal area of, 33
Symbol
Christoffel, 7, 10, 11, 32, 46, 47, 57,
67, 68, 69, 73, 74, 77, 85, 128,
246, 306, 315, 323, 332, 397, 398,
399-400, 427, 442, 485, 509
Levi-Civita, 5, 6, 21, 138, 331, 347,
428, 440, 452, 492, 496, 497, 506
Symmetric canonical energy-momentum
tensor of Einstein field equation,
34
Symmetric metric, 79, 173, 302
Symmetric metric tensor, 23, 25, 28, 29,
34, 54, 55, 69, 104
inverse of, 73
Symmetric tensor, 479
Symmetric tensor fields, 80
Symmetry, cyclic, 475
complex circular basis and, 475
Symmetry breaking, inverse, 249
T
T, evolution equations of, 261-267
Tangent bundle index, 375, 510
Tangent bundle notation, homogeneous
field equation and, 505
Tangent bundle spacetime, 369
Tangent bundles, 437
Tangent space, 66
Euclidean, 83
orthonormal, 99
Tangent spacetime, 513
Tangent vector, 83
rotating, 84
Tau-neutrinos, 382, 389-394
Technical references, 461-520
Ampre-Maxwell law and, 469, 470,
486, 515-516, 519-520
antisymmetric metric and, 479-481
complex circular basis and, 475-477
Coulomb law and, 469, 484-485, 493,
515
derivation of Coulomb law from
Evans unified field theory and, 518-520
development of Maxwell-Heaviside
field theory into generally co-
variant electrodynamics and,
467
differential form notation and, 472
Einstein field theory of gravitation
and, 509
Evans lemma and, 514
Evans reference charts and, 463-468
Evans unified field theory and,
463-465, 468, 472
Faraday law of induction and, 471,
516
field theories of general relativity and,
466
four fundamental laws of electrodynam-ics in unified field theory and,
515-520
free space condition and, 511-512
Gauss law and, 471, 516
Hodge dual of homogeneous field
equation and, 506-507
homogeneous equations and, 483-484
homogeneous field equation and,
470-471, 495, 505-506
illustration that Evans field the-
ory is completely determined
mathematically, 501-504
inhomogeneous equations and,
483-484
inhomogeneous Evans field equation and, 487-494
inhomogeneous field equation and, 469-470, 495-499, 507-508
inhomogeneous laws and, 511-514
Maxwell-Heaviside field theory of electromagnetism and, 510
O(3) electrodynamics and, 476-477, 495-499
simplification of IE and, 517
standard tensor formulation of inhomogeneous and homogeneous
Maxwell-Heaviside field equations and, 469-473
summary of Evans field theory and, 505-510
summary of unified field theory and, 508-509
tensor notation and, 518
tensorial structure of inhomogeneous field equations and, 483-486
tetrad postulate and, 512-513
units and constants and, 472
vector notation and, 515-520

Technology
counter-gravitational, interaction of gravitation and electromagnetism and, 397
new, consequences for, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 311-314

Tensor, 480, 512
antisymmetric, 29, 80
antisymmetric energy momentum, 35
antisymmetric field, 35, 57
antisymmetric metric, 3, 54, 55, 303
antisymmetric Ricci, 35
Cartan-Maurer torsion, 66
curvature, 246, 301-302, 453
Einstein field, 7
field. See Field tensor.
Levi-Civita, 429, 450, 452, 506
metric, 3, 6-8, 29, 73, 77, 458
general, 173
in general relativity, 6-8
phase, 290

rank-four totally antisymmetric unit,
rank-three totally antisymmetric, 21
Ricci, 7, 33-34, 41, 68
Riemann, 67, 68, 69, 85, 183, 246,
248, 301-302, 318, 323, 439, 453,
458, 489, 504, 520
Riemann curvature, 32
Sachs spin curvature, 34
symmetric, 479
torsion, 67, 246, 315, 398, 453, 489,
504, 509
totally antisymmetric unit, rank-three and rank-four, 21

Tensor fields, symmetric, 80
Tensor formulation, standard, of inhomogeneous and homogeneous
Maxwell-Heaviside field equations, 469-473
Tensor notation
derivation of Coulomb law from Evans unified field theory and, 518
homogeneous field equation and, 505
Tensorial representation of IE, 484
Tensorial sets, irreducible, 477
Tensorial structure of inhomogeneous field equations, 483-486, 493
Ampere-Maxwell law and, 486
Coulomb law and, 484-485
homogeneous field equations and, 483-484
Tests, experimental, of Evans theory, 252-255
Tetrad, 101, 155, 173, 174, 259, 260,
261, 263, 276, 279, 283, 284,
295, 306, 307, 315, 336, 371, 376,
392-393, 420, 479, 501, 502, 508
definition of, 513
of free field, 512
in generally covariant \((O(3))\) electrodynamics, equations of grand unified field theory in terms of Maurer-Cartan structure relations of differential geometry and, 99-103
inverse, 102
Sagnac effect as change in, 215
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two, wedge product of, 480-481
Tetrad matrix, inverse of, 100
Tetrad postulate, 175, 176, 178, 260,
312, 315, 317, 323, 325, 330, 375,
390, 402-403, 409, 502
detailed proof of, 513
of differential geometry, 46, 514
mathematical proof and, 512-513
meaning of, 513
Theism, primordial, 369
Theorem
B cyclic, 477
Green, 198, 199
inverse structure, 407, 412
Leibnitz, 70, 78, 79, 151, 183, 278,
311, 317, 319, 325, 454, 490
Noether, 77, 115, 128, 157, 159, 261,
264, 266, 270, 285, 286, 326, 389,
453
Stokes, 147, 153, 154, 155, 156, 157,
158, 159, 160, 164, 167, 195, 196,
198, 199, 202-203, 205, 209-211,
393
Theory
Abelian, 87
Cartan-Maurer, 65
developed. See Developed theory.
Einstein’s gravitational. See Gravitation.
electro-weak. See Electro-weak
theory.
Evans. See Evans unified field theory;
Evans theory.
field. See Field theory.
gauge invariant Yang Mills type, 58,
59
generally covariant electro-weak,
367-386
Glashow, Weinberg and Salaam, 351,
367, 368, 375, 382, 383, 385
Sachs, 38-42
string, 277, 333, 376
strong field, 80, 81
weak field, 80, 81
Time, 510
Tomita-Chiao effect, 164, 195, 199, 212,
219, 220, 221, 222, 223, 225
derivation of, from Evans phase
law, derivation of geometrical
phase from Evans law of generally
covariant unified field theory and,
220-223
physical optics, Sagnac theory, and
Aharonov-Bohm effect, in Evans
unified field theory and, 195
Topological effects, origin of Planck
constant in general relativity and,
150-165
Topological phase effects
derivation of Evans wave equation
from Lagrangian and action and,
147
physical optics, Sagnac effect, and
Aharonov-Bohm effect in Evans
unified field theory and, 195
Torsion, 315
gravitational, 486
spacetime, 269
Torsion tensor, 67, 246, 315, 398, 453,
489, 504, 509
Cartan-Maurer, 66
Totally antisymmetric unit tensor, 21
Trace, 480, 481
Transform. See also Transformation.
dual, 17
dual metric, 19
Heaviside-Larmor-Rainich dual, 19
Transformation. See also Transform.
gauge, 79
Lorentz, 25, 34, 155, 174, 349, 408,
410, 445
Transformation equation, gauge, 78
Translation, spacetime, 408
Transport, parallel, equatioin of, 70
Transverse plane waves of radiated
magnetic field, 476
Triplet, color, Gell-Mann, unification of
gravitational and strong nuclear
fields and, 137
Two tetrads, wedge product of, 480-481
Two-slit interferometer, 165
Two-spinors, Pauli, 174

U
Uncertainty principle, Heisenberg, 259,
265, 275-292
Unification of gravitational and strong
nuclear fields, 137-144
Unified field equation, 78, 250
Unified field matter theory, fundamental geometrical equations of, derivation of O(3) electrodynamics from generally covariant unified field theory and, 330-332
Unified field theory, 260, 279
derivation of Evans wave equation from Lagrangian and action and, 147
development of Evans wave equations in weak-field limit and, electrogravitic equation and, 295-298
Evans. See Evans unified field theory.
four fundamental laws of electrodynamics in, 515-520
generally covariant. See Generally covariant unified field theory.
grand. See Grand unified field theory (GUFT).
O(3) electrodynamics from, 495-499
special cases of, 489
summary of, 508-509
Unit tensor
rank-four totally antisymmetric, 21
rank-three totally antisymmetric, 21
totally antisymmetric, rank-three and rank-four, 21
Unit vectors, 83
   Cartesian, 4, 83, 88, 126, 174
Universal curvature, 419-420
Universal gravitation, 74
"Universal influence," Feynman’s, 80, 139, 180
Universe, oscillatory, without singularity, 259-271

V
Vacuum, 116
calculation of anomalous magnetic moment of electron from Evans unified field theory and, 356-361
ergy from, 116
Vacuum energy, 180
Vacuum permeability, 57
Vacuum potential, quantized, 357
Vector, 480
canonical energy momentum, 42
Cartesian unit, 4, 83, 88, 126, 174
covariant derivative of, 512
field, generally covariant, 36-37
metric. See Metric vector.
Pauli Lubanski, 408
rotating metric. See Rotating metric vectors.
rotating tangent, 84
tangent, 83
unit, 83
Vector components, axial, magnetic and electric field, generally covariant, 33
Vector cross product, 476
Vector field, 80
Vector notation
derivation of Coulomb law from Evans unified field theory and, 519-520
four fundamental laws of electrodynamics in Unified field theory and, 515-520
Vielbein, 63, 64, 77, 79, 80, 82, 84, 85
Vielbein components, scalar-valued, 84
Vigier, J.-P., 477
Virtual boson, 378
Voltage, fundamental, 519

W
Wave, transverse plane, of radiated magnetic field, 476
Wave equations, 43, 75, 178, 265, 266, 267, 386
Dirac. See Dirac wave equations.
Evans. See Evans wave equations.
field equation as, duality and antisymmetric metric and, 42-48
fundamental equations of physics derived from, 78-88
generally covariant, derivation of, 67-70
second-order, 266
single particle, 63
Wave mechanics, 44, 77
causal, 265
Wave particle dualism, 290
de Broglie, 128, 164, 166, 201, 277, 420
derivation of, from general relativity, 166-167
Wavefunctions, 77, 350, 391
neutrino, mixing of, due to Evans phase, Evans field theory of neutrino oscillations and, 390-393
Wavelength
Compton, 107, 114, 128, 166, 234, 279, 358, 371, 415-416
Wavenumber, 347, 448, 488, 497
Compton, 332
origin of, electromagnetic and gravitational fields in Evans unified field theory and, spinning and curving of spacetime and, 301 rest, 114
Weak field, 48, 63, 76, 77
generally covariant wave equation for Grand unified field theory and, 63 parity-violating, 38-39
Weak field limit, 74, 75, 82
development of Evans wave equations in, electrogravitic equation and, 295-298

Weak field theory, 80, 81
Weak neutral field, 385
Wedge product of two tetrads, 480, 481
Weinberg angle, 385
Wheatstone bridge, 269
Whisker, iron, 211
Wu-Yang phase, 162
Wu-Yang-Dirac phase, 153, 165

Y
Yang Mills field theory, gauge, 10
Yang Mills type theory, gauge invariant, 58, 59
Yang-Mills gauge field theory, 10, 58, 59, 247
Young interferometer, 165, 253

Z
Z boson, 377
Zeeman effect, 236
Zero-point energy, calculation of anomalous magnetic moment of electron from Evans unified field theory and, 356-361